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ABSTRACT: Firefly luciferase is the most studied bioluminescence system, and its catalyzed reactions have been relatively well
characterized. However, the color tuning mechanism that leads to firefly multicolor bioluminescence is still unknown, nor is
consensual which is the yellow-green and red emitters. Computational studies have been essential in the study of oxyluciferin
(OxyLH2) chemi- and bioluminescence and are responsible for most of our knowledge of this natural phenomenon. The objective
of this manuscript is the analysis of the benefits and the conclusions derived from the theoretical studies of the light emitter, OxyLH2,
and its applications on bioluminescence research.

’ INTRODUCTION: THE FIREFLY MULTICOLOR BIO-
LUMINESCENCE ENIGMA

The emission of light resulting from an enzyme catalyzed
biochemical reaction is known as bioluminescence. This natural
phenomenon is found in many types of organisms, including
fungi, insects, bacteria, worms, dinoflagellates, and fish. Despite
some structural differences, the majority of these biolumines-
cence reactions are catalyzed by an enzyme named luciferase,
which reacts with different subtracts called luciferin.1,2 In recent
years, this bioluminescence system has gained numerous bioa-
nalytical, biomedical, and pharmaceutical applications, among
others. More specifically, it is involved in the analytical determi-
nation of adenosine 50-triphosphate (ATP) in microbial detec-
tion, imunoassays, bioimaging, biosensing and is used as a gene
reporter.1-7

Themost studied bioluminescent reaction known is that of the
North American firefly Photinus pyralis.1,3 Photinus pyralis luci-
ferase (EC 1.13.12.7, Luc) catalyzes a two-step reaction: The first
is the condensation reaction between the luciferin subtract
(LH2), a derivative of benzothiazolyl-thiazole, and ATP in the
presence of Mg2þ. The second step consists of the oxidation of
the first step product, an adenylyl intermediate (LH2-AMP) and
the release of AMP, CO2, and OxyLH2. The light emitter is
formed in an excited singlet state S1, which decays to the ground
state with the emission of visible light (Scheme 1). This system is
known for its efficiency when compared with chemilumines-
cence. For many years the efficiency of the this reaction was
thought to be 88%,8,9 but a recent work performed by Ando et al.
estimated it at 41%.10 Albeit the sharp decrease, this new value
still strongly supports the study and the development of practical
applications for this bioluminescence system. Other firefly luci-
ferase system commonly studied include Luciola cruciata, Luciola
lateralis, Luciola mingrelica, Phrixotrix hirtus, Lampyris noctiluca,
and Lampyris turkestanicus.1,11

Currently, one of the most intriguing and studied aspects of
firefly light emission is the origin of the multicolor biolumines-
cence. Albeit the similarity of the substrate-product structures
between all bioluminescent insects, their emission energies range

from 2.14 to 2.34 to 2.00 eV.12,13 The red shift can be induced by
high temperatures, addition of divalent metal cations, and dena-
turation by addition of substances like urea.14-16 The shifting from
yellow-green (basic pH) to red emission is also achieved with a
decrease in pH.9 The understanding of this peculiar aspect could be
of enormous importance in firefly research. Red-emitting Luc could
be used in in vivo medical imaging, as red light is absorbed very
poorly by mammalian tissues in comparison with the natural
emitted light. Also, the control of the multicolor bioluminescence
could be the basis for using Luc as a single dual reporter gene, a
bioindicator of cellular stress, and a probe for intracellular changes
of pH.17

Several hypotheses have been proposed over the years to try to
explain this pH-dependent phenomenon:
(a) The first hypothesis was advanced by White et al. who

suggested that the color variation was the result of
the keto-enol tautomerism of the OxyLH2 species
(Scheme 2).18 The keto form was supposed to emit red
light, while the enol form was the yellow-green emitter.
However, experiments with a keto-constrained OxyLH2

analogue indicated that the light-emitting reaction only
required a keto emitter.19

(b) McCapra et al.20 proposed a mechanism based on theore-
tical calculations with the semiempirical functional AM1.21

These calculations indicated that the color variation de-
pended on the rotation around the C-C bond of the -
NdC-CdN- moiety.

(c) The dependence of the bioluminescence color on the
polarization of the internal microenvironment of Luc was
advanced by several groups as a determining factor in the
light-emitting mechanism. The higher the polarizability,
the larger the red shift of bioluminescence.4,22,23

(d) Following its 2002 work,17 Branchini et al. proposed that
Luc modulates the color of the light emitted by control-
ling the resonance structure of the anionic keto form of
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OxyLH2.
24 A structure showing a -NdC-CdN-

moiety would relax by emitting green light, while another
one showing a dN-CdC-Nd moiety would be the
red emitter.

(e) Nakatsu et al. proposed another mechanism based on the
recently solved three-dimensional structure of Luciola
cruciata luciferase (LcLuc).25 This structure and its mu-
tant showed that this enzyme can assume two different
conformations: an open conformation with a polar and
loose active site and a closed conformation with a hydro-
phobic and rigid active site. Based on these findings, this
group hypothesized that the geometrical rearrangement
of the active site could lead to different relaxation of the
light emitter. So, a nonrelaxed OxyLH2 would emit
yellow-green light, and a molecule that is permitted to
relax would emit red light.

(f) More recently Hirano et al. proposed a mechanism derived
fromhypothesis (c).26They stated that the emission of light
is modulated by the polarity of the active site internal
environment and by the degree of covalent character of a
bond between the anionic keto form and a protonated basic
moiety present in the active site.

Thus, these proposed mechanisms are all based on changes in
the properties of OxyLH2, and/or changes in the internal
microenvironment of the active site. However, there is still no

consensus on which hypothesis best describes the mechanism
behind the multicolor bioluminescence. One factor that impairs
the experimental study of this question is the experimental
instability of OxyLH2 in a basic model solution. In fact, only
rather recently, the crystal structure of this molecule was achie-
ved for the first time.27 Therefore, the majority of information
was obtained from more stable analogues, as 5-methyl (MOxy-
LH2), 5,5-dimethyl (DMOxyLH2), and 60-dehydroxy (DHOxy-
LH2).

28-32 However, studies with these molecules only provide
indirect information as they possess substitutions which impose
significant steric hindrance for binding of the emitter to Luc, and
DMOxyLH2 is keto-constrained and cannot account for possible
effects related to the keto-enol tautomerism. Moreover, these
studes are performed outside the protein active center.

Thus, a computational approach to the firefly bioluminescence
research is fundamental. Only computational studies appear to
have the required level of accuracy and reliability for under-
standing this natural phenomenon. One of the main advantages
of the use of theoretical calculations is the possibility of direct
study of the properties of the various OxyLH2 species in various
solvents, without the need for more stable analogues. Also no
experimental technique, unlike the available theoretical methods,
allows us to perform direct and detailed studies, down to the
atomistic level, of the interactions between the emitter molecule
with molecules present in the active site of Luc and the effect of
these interactions on the emission energies.

’THEORETICAL STUDIES OF OXYLH2 STRUCTURAL
AND ELECTRONIC PROPERTIES

The light emitter OxyLH2 is formed in the singlet excited state
in the Luc-catalyzed reaction by attachment of O2 to the
thiazolone moiety of LH2-AMP. This reaction releases AMP
and forms a dioxetanone intermediate which decarboxylates into
the emitter molecules.1 Besides bioluminescence, OxyLH2 also
exhibits chemiluminescence. It was established that this molecule
is in the keto form in dimethyl sulfoxide (DMSO) solution con-
taining a small amount of potassium tert-butoxide, and it is
transformed into the enol form in DMSO with a large amount of
potassium tert-butoxide.18,33,34 The enol form was thought to
emit green light and the keto form red light.18 It was this
similarity between chemi- and bioluminescence which intro-
duced the idea that the color tuning mechanism was the same
in the two processes.18,33 That is why that the first computational
studies on bioluminescence focus on OxyLH2 intrinsic proper-
ties to explain the multicolor bioluminescence. The first relevant
study was performed by McCapra et al.20 It was made in vacuo
and bymeans of the semiempirical functional AM1 and proposed
the twisted intramolecular charge-transfer (TICT) state mecha-
nism. According to their calculations, the yellow-green emitter
has a planar structure and is a saddle point on the potential
energy surface. The twisting between the -NdC-CdN-
stabilizes the molecule and leads to red emission. However, the
method used has a tendency not to describe conjugated single
bonds and underestimated the energy barrier between these two
states.35,36 This was later confirmed by another in vacuo study
which used the more reliable ab initio excited-state method,37

configuration interaction with single excitations (CIS).38 These
calculations predicted that the planar structure of both the enol
and keto forms is a minimum on the S1 potential energy surface
and that the twisted structure is a saddle point.

Scheme 1. Luc-Catalyzed Bioluminescence Reaction

Scheme 2. Tautomeric and Dissociation States of OxyLH2
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The paper of Orlova et al. was the first work to give a theo-
retical insight on the stability of the different OxyLH2 species and
their vertical excitation energies.37 Theoretical calculations with
the B3LYP functional39 and 6-31þG(d) split-valence basis set
augmented with d-type polarization and diffuse functions40

predicted that the anionic keto-trans conformer is more stable
than keto-cis by 5.3 kcal/mol. This was an important break-
through as the earlier modeling studies of the active site assumed
a cis-conformation for LH2 and OxyLH2.

41,42 This study was
complemented by calculations (B3LYP/6-31þG(d,p) of Liu
et al., which predicted that all of the trans-conformers are more
stable than the cis species by a range of 4.9-6.2 kcal/mol.43

Orlova et al. also predicted that enol and enol-(-1) are less
stable by 8.5 and 19.9 kcal/mol than their corresponding keto
forms.37 This was another pivotal discovery because combined
with Branchini et al. conclusions, directed the research of firefly
bioluminescence for the study of the keto forms of OxyLH2.

19

Another important contribution from this work was the first
study of the in vacuo vertical excitation energies of the OxyLH2,
which are summarized in Table 1. For this, excited-state predic-
tions were made by means of time-dependent (TD) hybrid time
density functional theory (DFT) method (TD-B3LYP)44,45 and,
for additional calibration, the Zerner’s intermediate neglect of
differential overlap (ZINDO) semiempirical method.46,47 Both
methods were already proven reliable in some excited-state
calculations.48,49 The results obtained with TD-B3LYP gave
excellent agreement with experiment at pH = 1.50 This opened
the way for the use of TD-DFT in the study ofOxyLH2 electronic
properties.

The conclusions regarding bioluminescence that could be
derived from this study are however limited, as aqueous solvents
always play an important role in vivo and can affect significantly
excited-states energies. Ren andGoddard were the first to include

solvent effects in their vertical excitation energies calculations
(Table 1).51 Moreover, they were the first to perform the
systematic excited-state optimizations of OxyLH2 and the calcu-
lation of the corresponding emission energies (Table 2). The
excited-state calculations were made with the TD-B3LYP and
CIS methods with the 6-31G(d) basis set. It should be noted that
the basis set used lacked diffuse functions, which are necessary for
the accurate prediction of excited-state energies.37 The predic-
tions of solvent effects were made with the self-consistent isoden-
sity polarized continuum model (SCI PCM) with parameters set
for water.52 The obtained results showed the importance of
solvent effects on the prediction of the excitation and emission
energies of the anionic species, as they underwent large shifts to
the blue when in comparison with in vacuo results. The neutral
species were affected to a lesser extent and suffer only small shifts
to the red. The CIS method correctly predicted the changes in
the excited-state geometries but needed a scaling of the wave-
lengths to be in reasonable agreement with the TD-B3LYP results
and with experiment. This indicated that calculations with the CIS
method should be limited to geometries optimization and that the
prediction of OxyLH2 electronic properties should be made with
more accurate computational methods.

Goddard’s group continued the theoretical study of the S1
state of OxyLH2 by performing multireference calculations.53

They used the complete active space self-consistent-field (CASSCF)
method54 and the multiconfigurational complete active space
second-order perturbation theory (CASPT2) in the in vacuo
study of the structural and electronic properties of keto-(-1)
and enol-(-1).55,56 The CASSCFmethod can be used to predict
accurate ground- and excited-states structures, and CASPT2 is
used to include dynamic electron correlation corrections, which
can be useful for obtaining reliable excitation and emission
energies. These methods are considered more accurate and

Table 1. Absorption Energies (in eV) of the Various OxyLH2, Calculated at Different Levels of Theorya

OxyLH2 TD-B3LYP/6-31þG(d) TD-B3LYP/6-31G(d) TD-B3LYP/6-31þG(d,p) CIS/6-31G(d)

keto-(3.35)c,d 3.32b,37 3.02c,63 3.32b,64 3.55b,51 3.42c,51 3.32b,43 5.15 b,51 5.07 c,51

enol 3.40 b,37 3.20 c,63 3.71 b,51 3.66 c,51 4.95 b,51 4.89 c,51

keto-(-1) (2.99) c,e 2.54 b,37 2.45 c,63 2.54 b,64 2.55 c,64 2.72 b,51 2.75 c,51 2.54 b,43 3.49 b,51 3.55 b,51

enol-(-1) 2.48 b,37 2.54 c,63 2.65 b,51 2.77 c,51 3.58 b,51 3.81 c,51

enol-(-10) 2.06 b,37 2.01 b,51 2.41 c,51 3.74 b,51 4.16 c,51

enol-(-2) 2.36 b,37 2.49 c,63 2.58 b,51 2.67 c,51 4.22 b,51 4.22 b,51

keto-(þ1) 2.40 c,63 2.27 b,64 2.47 c,64

keto-(-1)-H 2.39 b,64 2.41 c,64

a Experimental values are in parentheses.50 bGas phase. cWater. d pH 1.0. e pH 10.0.

Table 2. Emission Energies (in eV) of the Various OxyLH2, Calculated at Different Levels of Theorya

OxyLH2 TD-B3LYP/6-31þG(d) TD-B3LYP/6-31G(d) SAC-CI CIS/6-31G(d)

keto 2.71 c,63 2.99 b,64 3.17 b,51 3.12 c,51 2.95 d,57 4.13 b,51 4.03 c,51

enol (2.77)d 2.73 c,63 3.07 b,51 3.03 c,51 2.83 d,57 3.77 b,51 3.72 c,51

keto-(-1) (2.01)d 2.20 c,63 2.23 b,64 2.30 c,64 2.61 b,51 2.63 c,51 2.08 d,57 3.34 b,51 3.40 c,51

enol-(-1) (2.22-2.24,c 2.16) d 2.44 c,63 2.59 b,51 2.65 c,51 2.25 d,57 3.22 b,51 3.33 c,51

enol-(-10) 1.97 b,51 2.19 c,51 2.14 d,57 2.89 b,51 3.22 c,51

enol-(-2) (2.30,c 2.10) d 2.17 c,63 2.19 b,51 2.27 b,51 2.07 d,57 3.14 b,51 3.17 c,51

keto-(þ1) 2.05 c,63 1.70 b,64 2.10 b,64

keto-(-1)-H 1.79 b,64 1.99 c,64

a Experimental values are in parentheses.27 bGas phase. cWater. dDMSO.
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reliable than the CIS and TD-DFT methods. The group con-
firmedOrlova et al. results by showing that planar keto-(-1) and
enol-(-1) are minima on both the S0 and the S1 potential energy
surfaces and that the twisted forms are transition states.37 They
also predicted emission energies in the range of 2.35-2.53 eV for
keto-(-1) and 2.42-2.74 eV for enol-(-1). The strong oscil-
lator strengths predicted are consistent with a strong S1-S0
vertical emission.

Nakatani et al.57 used the symmetry adapted cluster58/sym-
metry adapted cluster-configuration interaction (SAC/SAC-
CI)59 method for the study of OxyLH2.

60,61 This method can be
used for balanced description of the electron correlation effects in
both ground and excited states. One of the objectives delineated
by this groupwas the study of the chemiluminescence ofOxyLH2

in DMSO, as described in refs 18,33, and 34. To simulate the
DMSO environment, a polarized continuum model (PCM) was
used, with the dielectric constant of 46.7.62 Their calculation of
the emission energies (Table 2) characterized the neutral species
as blue emitter, excluding them from the candidates for the
emitters. The emission energy of keto-(-1) agreed well with red
emission, while the anionic enol forms all emit in the yellow-
green region. However, enol-(-2) was predicted to be more
stable by 6.6-8.3 kcal/mol than the other species, characterizing
it as the yellow-green emitter. It should be noted that the SAC-
CI method was used in single point calculations, while the
optimizations were performed with the CIS method. This
emphasized the reliability of this method in geometry optimiza-
tions calculations.

The recent use of more accurate ab initio methods led to the
abandonment of TD-DFT methods in OxyLH2 research.

43,53,57

These methods were being criticized for its predictions on
OxyLH2 due to possible charge-transfer (CT) states, for which
TD-DFT shows large errors.53,61 However, Li et al. showed that
CT was large for the twisted forms of OxyLH2 but small for the
planar ones, devaluing this flaw of TD-DFT methods in firefly
bioluminescence research.63 This group also tried to study the
pH-dependent fluorescence spectra of OxyLH2 in aqueous
solution, by means of TD-B3LYP/6-31þG(d). Solvent effects
were treated with the PCMmodel, with parameters set for water.
Their results (Table 2) attributed the blue fluorescence peak
(450 nm, 8 > pH > 3) to the neutral keto and enolic species and
the yellow-green (560 nm, pH > 9) to enol-(-1). To explain the
red peak (620 nm, pH < 3), a new species keto-(þ1) was
considered.

’MICROSOLVATION STUDIES OF MULTICOLOR
BIOLUMINESCENCE

The studies presented so far provided valuable information
regarding OxyLH2 structural and electronic properties and gave
us some insights about its chemiluminescence. However, these
studies did not take into account the microenvironment of Luc
active site, and some of these studies do not take into account
solvent effects of any kind. Due to the complexity of a protein
active site and the various interactions that its molecules can
make with the protein substrate, it is not likely that the effect of
Luc on the emission can be disregarded or minimized. Therefore,
these studies are limited to chemiluminescence and some
indirect information of the firefly light-emission phenomenon.

Some authors have begun to address this problem by creating
more complex simulations, which are focused on some aspects of
Luc microenvironment. However, as the size of Luc-OxyLH2 is

incompatible with the most accurate quantum mechanics meth-
ods, more simplified models are still used and can provide
important information. Liu et al. studied the effect of the
polarization of the microenvironment on the emission energies
by connecting a H2O or a CH2Cl2 molecule to keto to simulate
solvents of different polarity, at the B3LYP/6-31þG(d,p) level.43

The in vacuo TD-B3LYP/6-31þG(d,p) calculated excitation
energies (Table 1) decreased on the order of keto, keto-CH2Cl2,
keto-H2O, and keto-(-1), which in their model above corre-
sponded to an increase in the polarization of the microenviron-
ment. This is consistent with hypothesis (c) described above.
However, it should be noted that an accurate study of the effect of
the polarization of the microenvironment should be made
including the crucial solvent effects, which are disregarded in
this study. According to Ren and Goddard results, the inclusion
of solvent effects could provoke a large blue shift of keto-(-1),
when comparing with the in vacuo results, and a small red shift of
keto and keto-X complexes.51 These possible shifts could suffice
for altering the excitation energies ordering presented by Liu
et al..43 Moreover in our opinion, the addition of these molecules
to keto simulates the interactions between this species with
molecules present in the Luc active site rather than simulating
different solvents. This indicates that the addiction of CH2Cl2 or
H2O to keto-(-1) could provoke different effects on its emission
energies than caused in the case of keto and so change this
descending order. This group also demonstrated that keto-(-1),
which had excitation energies (2.54 eV) closer to experiment, has
a flat potential energy surface which allows an easy shifting of the
minimum between different resonance structures by means of
CASSCF geometry optimizations and multistate CASPT2 single
point calculations. They also showed that the relaxation of
keto-(-1) on S1 can change significantly the emission energies.
In conclusion, they stated that the hypotheses (c-e) are all
plausible.

Min et al. tried to study the role of the resonance structure of
keto-(-1) on the multicolor bioluminescence by performing a
TD-DFT investigation on the origin of the red chemilumine-
scence.64 They connected a sodium or an ammonium cation to
the benzothiazole or the thiazolone oxygen of keto-(-1) and
studied their absorption and emission energies with the B3LYP,
B3PW91, and PBE1KCIS functionals and the 6-31þG(d) basis
set.39,65,66 The PCM model and the conductor-like screening
model (COSMOS) were used to simulate an aqueous environ-
ment.67 They demonstrated that the interactions of keto-(-1)
with the two cations caused similar blue shifts, while connected
to the benzothiazole oxygen, and similar red shifts when inter-
acting with the thiazolone moiety. These opposite effects caused
by different interactions between the samemolecules emphasizes
the importance of the various interactions that can be formed in
the complex active site microenvironment between the light
emitter and the molecules present in Luc active sites. In this work
it was considered a novel emitter, keto-(-1)-H. This new species
could be of some importance in the bioluminescence phenom-
enon due to its emission wavelength (624.1-650.7 nm), which is
close to the experimental value of 620 nm at acid pH.1

In order to assess the role of the rigidity of Luc active site on
light emission, as described by Nakatsu et al.,25 Li et al. focused
on the study of the excited-state geometry of keto-(-1).68

According to this group, the emitter, following changes in the
electronic structure from a initial excited state on the potential
energy surface, usually relaxes to a energy minimum and emits a
photon while returning to the ground state. The different
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conformations of Luc could affect the energy values of these
points in the potential energy surface, modulating the color of
bioluminescence. Their B3LYP/6-31þG(d) and TD-B3LYP/6-
31þG(d) calculations demonstrated that changes in six bond
lengths of keto-(-1) excited-state geometry can determine the
emission spectra. The more the bond lengths changes are
impeded, the more the emission energies increase. It should be
noted, however, that this study was performed without imposing
any constraints on these geometry changes. Due to the high
complexity of interactions between the molecules present in
protein active site and to the steric constraints imposed by the
active site to the substrate caused by the proximity to active site
molecules, it is expected that Luc has a great influence on bond
lengths changes of OxyLH2 and is unlikely that the emitter has
the necessary flexibility to suffer somany significant changes in its
geometry.

Cai et al. calculated the excitation energies of keto-(1) in
response to different electrostatic fields computed using TD-
DFT functionals.84 They found the existence of a correlation
between the wavelength shift with the projection of the electro-
static field on the molecular plane and the intensity of fluores-
cence can be affected by field modulation. However, neither the
study of the effect of polarity in these electrostatic fields nor the
integration of this simple model in the in vitro pH-dependent
color variation were performed. Also, in this paper the use of the
local density approximation (LDA) was validated, a much less
computational demanding functional than B3LYP which is used
in numerous optical calculations.85,86

’ INTEGRATION OF LUC ENVIRONMENT IN BIOLUMI-
NESCENCE RESEARCH

Apart from these simplified models, the latest tendency in the
theoretical bioluminescence research is the incorporation of
extended portions of the active site in the calculations. Despite
the valuable information that can be derived frommore simplistic
simulations, these studies ignore the steric and electrostatic
contributions from Luc active site. Thus, some groups have
recently begun to study the active site contributions to the light-
emitting reaction. The first study in this field was made by
Nakatani et al.57 They performed quantum (QM) and molecular
mechanical (MM) calculations, based on the X-ray structure of
Luc and some working models derived from experimental
studies, to determine the structure of the excited-state Luc-
OxyLH2 complex.

41,42,69 This group stated that the Luc environ-
ment shifted the emission energy of keto-(-1) to the green
region (2.08-2.33 eV) and that Arg218, His245 (Luc number-
ing), and the phosphate group of AMP gave dominant contribu-
tions to this effect. It was also stated that the anionic enol species
have emission energies close to experiment, but the keto-enol
tautomerism is energetically unfavorable in Luc environment.
The resonance-based mechanism was dismissed by these
authors, as they did not find significant changes in the resonance
structure in the excited state. However, some caution is needed in
the analysis of this conclusion. The authors reached to this
dismissal by comparing the bond lengths of OxyLH2 in the gas
phase and in their model. However, by Nakatsu et al. findings,
Luc can adopt either a tight and hydrophobic active site or a loose
and polar one.25 Thus, these differences in Luc internal micro-
environment can suffice for changes in the resonance structure of
OxyLH2. This group continued their studies in bioluminescence
by performing in silico mutagenesis SAC-CI experiments.70 By

analyzing the contributions of several amino acid residues to the
emission color tuning, they demonstrated the blue-shift effect of
Arg223, Glu344, and Asp422. The replacement of these amino
acid residues by an alanine caused a red-shift, thus predicting
potential targets for future mutagenesis studies.

Tagami et al. performed a similar study on LcLuc biolumines-
cence.71 They employed the multilayer fragment molecular
orbital method in combination with CIS(D) calculations72,73 in
the study of the emission energies resulting from the interaction
betweenOxyLH2 and the wild-type andmutant crystal structures
determined byNakatsu et al.25 The experimental results were not
well reproduced but were improved by the use of the whole
structure of the enzymes in the calculations. These results further
emphasize the importance of Luc contribution for the color
tuning mechanism.

Another QM/MM investigation was conducted by Navizet
et al., which was based on the open and closed conformation of
LcLuc.74 In this work, the authors create several models of the
open and closed conformations of LcLuc structure. The main
differences between the models were the number of the water
molecules present in the active site and the performance of
extensive molecular dynamics simulation on one of the models.
This work has special importance on the multicolor biolumines-
cence research, as it is the only one to take into to account the
different conformations of Luc active site in more complex cal-
culations. Their CASPT2/CASSCF calculations on keto-(-1)
demonstrated that the polarization of the microenvironment of
the benzothiazole moiety have a crucial effect on the light
emission. Moreover, the results obtained were in disagreement
with the experimental conclusion that the rigidity of the active
site controls the bioluminescence color and reduces the role of
Luc different conformations on light emission to the modulation
of the polarity of the microenvironment. It should be noted that
these pivotal conclusions were achieved with a noteworthy
reproduction of the spectral parameters of light production.

Three of the latest computational studies on firefly biolumi-
nescence also focus on the contribution of the active site molec-
ules to the multicolor variation. Milne et al. use the fragment
molecular orbital method to study the effect of some amino acid
residues, water molecules, and AMP on the excitation energies of
someOxyLH2 species.

75 This study assumes some importance as
it is the only one to perform a systematic analyses of the effect of
an extended portion of the active site on more OxyLH2 species
than keto-(-1). Moreover, it introduces a sense of pH variation
on the simulation by considering different protonation states for
AMP. Based on their calculations, the group proposed that
keto-(-1) is the yellow-green and red emitter. However, this
conclusion was reached by a somewhat confusing comparison
between their calculated excitation energies and the experimental
emission energies. Furthermore, the calculations were based on
the assumption that AMP has a pKa value of 6.23, which due to
the variable internal environments of enzymatic active site may
not be true in the case of Luc.76

Min et al. continued their TD-DFT-based studies on firefly
bioluminescence, by constructing a complex between keto-(-1),
AMP, and some other important active site molecules in order to
simulate Luc contribution to the yellow-green bioluminescence.77

This study gains importance relative to others here described, as
is the only to include implicit solvent effects by means of the
COSMO model with parameters set for water, in their TD-
(B3LYP, B3PW91, PBE1KCIS)/6-31þG(d) calculations. The
results obtained indicate that keto-(-1) is the yellow-green
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emitter, which is consistent with Nakatani et al. and Milne
et al.57,75 However, some doubt is shed on these results by the
use of water to simulate the environment of yellow-green emis-
sion. It is unlikely that the polar environment of an aqueous
solution could be used in a reliable simulation of a hydrophobic
active site, as predicted by Nakatsu et al.25 Moreover, in the
literature is described that for active site simulations a dielectric
constant of 4 gives good agreement with experiment, which has
large differences relative to the dielectric constant of water
(∼78).78-81 Therefore, it is reasonable to speculate if the emis-
sion energies of keto-(-1)-Luc would suffer an undesirable shift,
when used with a proper dielectric constant, or if the polarity of
the different conformations of Luc do not have any significant
impact on bioluminescence.

Mao studied the sequence-induced color variation of Luc by
performing dynamics simulations.82 An elastic network model
was used with a coarse-grained representation of protein and a
harmonic potential describing the interactions of its compo-
nents.83 This work permitted the identification of several hotspot
residues that are coupled to the active site and identified the B
subdomain as being mainly responsible for the multicolor
variation. However, this study was based on certain assumptions
that clash with previous knowledge regarding firefly biolumines-
cence. First, the Luc structures considered for this work were
unbound Luc as the open conformation and LcLuc bound to
AMP and OxyLH2 as the closed conformation, while most
studies considered LcLuc bound to DLSA as the closed con-
formation and LcLuc bound to AMP and OxyLH2 as the open
conformations.25,69 Moreover, the hotspots were identified by
measuring changes in the mean-square fluctuations of the amino
acid residues, a measure that in the opinion of the author may
indicate the impact of the residues in the function of the protein.
However, as the closed conformation here employed is very
similar to the structure of LcLuc bound to ATP in the beginning
of the bioluminescence reaction and no excitation and/or emis-
sion energies calculations were performed, it is not evident that
the function modulated by these residues is the emission of light
or the adenylation step that initiates this reaction.25

’FUTURE PERSPECTIVES ON COMPUTATIONAL
STUDIES OF BIOLUMINESCENCE

Computational calculations have been a powerful tool in the
research of the OxyLH2 molecule. The studies performed to date
have given us valuable insight on the species structural and
electronic properties and its role on chemiluminescence in solvents
like water and DMSO, without the need for more stable analogues.

The use of a computational approach in the study of firefly
bioluminescence has also been recurrent but with less conclusive
results. The use of computational techniques emphasized the
importance of Luc in the light-emitting phenomenon and has
provided qualitative analyses for the contribution of some key
amino acid residues, which could be useful in mutagenesis
studies. However, there is still some controversy and lack of
substantiated information on other aspects of the biolumines-
cence phenomenon.

For example, the latest theoretical studies are considering
keto-(-1) as the yellow-green emitter. However most authors,
based on Branchini et al. results, already assume that keto-(-1) is
the most probable emitter and do not study the enolic species in
their simulations.19 It should be noted that experiment made
with the keto analogue only demonstrated that the keto species

could produce yellow-green bioluminescence, and no experi-
mental evidence excluded the enolic species from biolumines-
cence. However, some clarification to this topic may be provided
by two very recent papers. Navizet et al. performed an analysis on
six OxyLH2 chemical forms (keto, enol, and the respective
anions) using a multireference method.87 Their MS-CASPT2
calculations in vacuo and in DMSO excluded keto, enol, and
enol-(-10) as possible light emitters, while MS-CASPT2/MM
calculations on the remaining species indicated that keto-(-1) is
the direct excited-state product of firefly dioxetanone and the sole
light emitter. Also, our own group studied the effect of pH on the
chemical equilibrium of OxyLH2 (keto-(-1)-H, keto, enol, and
respective anions) in the open and closed conformations of the Luc
active site.88 To this end, we simulated solvent effects by using the
CPCM model with two different dielectric constants (4 and 78).
Our TD-PBE089 calculations indicated that keto-(-1) is the sole
species present in both conformations at the pH range of interest.

Furthermore, the majority of the studies do not take into
account changes in the polarity of the active site, as described by
Nakatsu et al.,25 when they are studying the red-shift of the color
of emitted light. Moreover, most of the studies described here do
not take into account solvent effects of any kind, focusing instead
on in vacuo calculations. This could lead to erroneous results as
Ren and Goddard and Min et al. described the significant
differences in the emission energies that can arise from when
we compare results obtained in the presence or absence of
solvent.51,64 This leads to the questions: if solvent effects are
considered, then will keto-(-1) emission energies still agree well
with experiment? If not, then which is the real yellow-green
emitter? If yes, then does the solvent polarity affect the biolumi-
nescence color? To what extent does the polarity of the micro-
environment affect firefly bioluminescence?

There is also some lack of knowledge regarding the active site
of Luc that can prevent obtaining reliable results from the more
complex models. For example, there has been some discrepancy
in the protonation state of a histidine residue located near the
thiazolone moiety of the emitter. The variation of the proton-
ation state of AMP was considered pivotal in the red shift, but no
study was made in order to validate this variation. Moreover no
study considered, at least explicitly, a proton acceptor for the C4

proton of LH2.
1 This could be of great importance, as it could

generate an unexpected protonation state and cause a rearrange-
ment of the internal interaction of the active site.

Computational studies have been undeniably fundamental in
building our knowledge of the firefly multicolor biolumines-
cence. Thus, it could be of pivotal importance in future lines of
research, more specifically, on the study of contributions of all
OxyLH2 species to the color tuningmechanism, the study on Luc
microenvironment contribution with solvent effects, the correct
characterization of Luc active site, and the study of OxyLH2

formation.
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ABSTRACT:We report the results of molecular dynamics simulations of the interaction thermodynamics of group I cations with
hydrophobic molecules in water using a variety of nonpolarizable force fields. Surprisingly, we find that the Liþ ion is predicted to
form thermodynamically favorable interactions with methane and neopentane using a new mode of recognition that is intermediate
between a direct contact and a solvent-separated complex. Further simulations show that this favorable interaction is only predicted
by ion parameter sets that correctly reproduce Liþ’s experimental hydration number.

’ INTRODUCTION

While the behavior of ions in aqueous solution has long been
subjected to study through both theory and experiment,1 only
recently have force field parameters for ions reached a level of
maturity at which molecular simulation methods can reproduce
simultaneously both the thermodynamic and structural features
of the ion-water interaction.2 The development of accurate
parameter sets for the group I cations, in particular, opens the
way to a detailed study of their interactions with other biomo-
lecular solutes in aqueous solution. As one step in this direction,
we have used a series of long molecular dynamics (MD)
simulations to undertake a comparative study of the interaction
thermodynamics of three group I cations, Liþ, Naþ, and Kþ, with
hydrophobic molecules in water.

The few previous computational studies examining interac-
tions between ions and hydrophobic molecules have suggested
that their nature can depend significantly on the size of the ion.
Using a simplified 2D water model, Hribar et al.3 showed that in
an aqueous solution containing a small, charge-dense cation
(reminiscent of Liþ) an inserted hydrophobic solute preferred to
adopt a solvent-separated configuration relative to the ion; in
contrast, when a larger, charge-diffuse cation (similar to Csþ)
was present in the solution, the hydrophobic solute was observed
to penetrate the hydration shell of the ion and “bind” to the ion’s
surface. Following that work, others have used more conven-
tional molecular dynamics (MD) simulations to model interac-
tions between ions and hydrophobic groups. Shinto et al.4

explored how the ions Naþ, Cl-, and tetramethylammonium,
(CH3)4N

þ, interact with a united-atommodel of methane. In the
case of the comparatively small, charge-dense ion, Naþ, a
thermodynamically favorable solvent-separated interaction was
observed, but closer interaction, in the form of a direct contact
between the ion and the methane, was apparently prevented due
(presumably) to the energetically unfavorable desolvation that
would be incurred by the ion. In the case of the much larger,
charge-diffuse tetramethylammonium ion, however, direct bind-
ing to the methane was observed, in a manner qualitatively

similar to the conventional association of two hydrophobic
molecules. Similar observations were reported by Lund et al.5

for interactions of monovalent anions (F- and I-) with a
nanometer-sized hydrophobic solute; again, the charge-dense
F- ion was effectively excluded from the nonpolar surface, while
the charge-diffuse I- ion bound quite readily. Taken together
therefore, all of these previous works suggest a simple, general
rule for ion-hydrophobe interactions: large, charge-diffuse ions
have the potential to bind directly to hydrophobic groups, but
small, charge-dense ions do not (although they may adopt
favorable solvent-separated configurations).3-5

The molecular simulations reported here provide evidence
that this line of thinking may not always be appropriate: the
simulations predict a surprising, thermodynamically favorable
interaction between the small, charge-dense Liþ ion and hydro-
phobic molecules in aqueous solution. We further show that this
favorable interaction is a robust prediction of all tested force
fields that correctly reproduce the hydration number of the
Liþ ion.

’METHODS

Free energies of interaction between ions and hydrophobic
molecules were obtained from explicit solvent MD simulations
performed with the GROMACS 4.0 software.6 In all simulations,
a single hydrophobic solute (methane or neopentane) and a
single ion were placed in a 25 � 25 � 25 Å simulation box
containing approximately 500 explicitly modeled water mole-
cules such that the overall density was 1 g/cm3. For each type of
ion, independent simulations were performed with all three of
the ion parameter sets recently derived by Joung and Cheatham;2

these three sets have been developed for use, respectively, with
the SPC/E,7 TIP3P,8 and TIP4P-Ew9 water models. In the case
of the Liþ ion, simulations were also performed with Åqvist’s ion
parameters10 in combination with SPC/E, SPC,11 and TIP3P
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water, and with Jensen and Jorgensen’s ion parameters12 in
TIP4P water.8 The hydrophobic solutes methane and neopen-
tane were both described using parameters from the OPLS all-atom
force field;13 additional simulations of the Liþ-methane interaction
were also performed with methane described by the OPLS united-
atom force field.14 To be consistent with the parametrization of the
respective ions, the Lorentz-Berthelot2 or geometric10,12mixing rules
were used for all van der Waals interactions that involved ions; to be
consistent with the OPLS parametrization scheme,13 geometric
mixing rules were used to describe van der Waals interactions
between the hydrophobic solutes and water.

All MD simulations used a standard protocol. Short-range non-
bonded interactionswere directly calculated up to a 10Å cutoff; long-
range electrostatic interactions beyond this cutoff were calculated
using the particle mesh Ewald (PME) method.15 The temperature
wasmaintained at 298 K using theNos�e-Hoover thermostat,16 and
pressure was maintained at 1 atm using the Parrinello-Rahman
barostat.17 Covalent bonds in the methane were constrained using
the LINCS algorithm,18 allowing for a 2 fs time step to be used.
Simulations were first heated up to 298 K over the course of 1 ns,
then equilibrated for a further 10 ns, before “production” simulations
of 500 nswere conducted. Aswe have shownpreviously,19 these long
simulation times allow for converged estimates of the association
thermodynamics to be calculated directly from completely unbiased
MD simulations. In the present study, the free energy of interaction,
ΔG, as a function of the ion-hydrophobe distance was determined
from the calculated radial distribution function, g(r), of the central
carbon-to-ion distance usingΔG =-RT ln g(r). Radial distribution
functions were calculated using the g_rdf utility of GROMACS.6

Since the results obtained from the above simulations turned
out to be so surprising in the case of Liþ (see the Results), a large
number of additional control simulations of the Liþ-methane
system were performed to establish the robustness of the
predicted behavior. To rule out an influence from the choice of
mixing rules used to describe the ion-hydrophobe van derWaals
interactions, additional simulations were performed using alter-
native mixing rules (see the Supporting Information for details).
To explore the role of the van der Waals parameters assigned to
the methane, additional simulations were performed using
AMBER99 van der Waals parameters20 (see Figure S1, Support-
ing Information). Finally, at the behest of a reviewer, additional
simulations were performed with a larger, 35 Å simulation box

(Figure S2, Supporting Information). As shown in the Support-
ing Information, all of these control simulations produced results
qualitatively identical with the results reported herein.

In order to explore the sensitivity of the observed behavior of
Liþ to the presence of additional salt, MD simulations of the
Liþ-methane interaction were also performed in a 1 M LiCl
solution; these simulations involved the addition of eight Liþ and
nine Cl- ions to the system but were run in an otherwise identical
manner to those conducted in pure water. Finally, to explore
whether results similar to those obtained with the Liþ-methane
system might also be found in some other systems MD simula-
tions were used to study the interaction thermodynamics of
methane with the NH4

þ cation,13 and with the F- anion;2

independent simulations of the latter interactions were per-
formed using all three of the Joung andCheatham parameter sets.

’RESULTS AND DISCUSSION

The interaction free energies computed for methane’s inter-
action with Liþ, Naþ, and Kþ in water are plotted as a function of
the ion-hydrophobe separation distance in Figure 1a, b, and c,
respectively. The colored lines in each panel show the results
computed with the three water model-dependent ion parameter
sets developed by Joung and Cheatham;2 clearly, all three
parameter sets give very similar results (corresponding results
obtained with other parameter sets are considered later in this
manuscript). The most surprising and interesting results of the
simulations reported here are to be found in the plots of the
Liþ-methane interaction free energy versus the distance
(Figure 1a). Two aspects of these plots are particularly notable.
First, the Liþ-methane interaction is predicted to be thermo-
dynamically favorable at distances between 4.0 and 5.5 Å, with a
strength approximately one-third that of the more conventional
hydrophobic interaction between two methane molecules.21

This observation of a thermodynamically favorable interaction
between Liþ and methane is a major surprise since, as noted in
the Introduction, the conventional view of ion-hydrophobe
interactions is that they should be thermodynamically unfavor-
able, owing to the cost of disrupting the ion’s hydration shell.3

Certainly, this conventional thinking is borne out for methane’s
interaction with both Naþ (Figure 1b) and Kþ (Figure 1c):
neither ion shows a tendency to form a short-range favorable

Figure 1. Computed interaction free energies for the association of methane with (a) Liþ, (b) Naþ, and (c) Kþ as a function of the ion-methane
distance. The red, green, and blue lines show results obtained with Joung and Cheatham’s ion parameters specifically derived for use with the water
models identified in the inset. The solid gray line in each figure is the direct interaction between the ion and the hydrophobic solute calculated in vacuum.
The positions of the van derWaals contact minimum (CM) and the solvent-separatedminimum (SSM) are indicated by dashed and dotted vertical lines,
respectively. The expected position of a SSM for Liþ is shown as 2.34 Å further than the CMposition; this is based on a linear fit between the positions of
the SSM and the first peak in the cation-water radial distribution function for the three group I cations. Error bars for each data set are not shown for
purposes of clarity; however, they amount to less than 0.05 kcal/mol.
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interaction with the hydrophobic molecule. But since Liþ is the
most charge-dense of the group I cations,1 it would be expected
to be even more adversely affected by the approach of a nonpolar
molecule than either Naþ or Kþ. The simulation results shown in
Figure 1a, however, clearly challenge this notion.

The second notable aspect of the results obtained for the
Liþ-methane interaction (Figure 1a) is that the distance at
which the interaction is most favorable (∼4.5 Å) corresponds to
neither of the two usual modes of molecular interaction: it is too
long to be a direct van der Waals contact interaction (indicated
by the solid gray curve in Figure 1a) and too short to be a solvent-
separated interaction of the type sometimes observed with other
ions (the expected position of this minimum is indicated by the
dotted gray vertical line). Instead, an examination of “snapshots”
taken from the simulations shows that at this separation distance
the Liþ ion retains a tetrahedrally coordinated hydration shell1 by
approaching the hydrophobic molecule along a line trisecting
three of the Liþ-H2O “bonds” (Figure 2a). As a result, the
complex encloses a∼1.5-Å-long region of the vacuum separating
the ion from its hydrophobic binding partner.

A more quantitative illustration of the water distribution around
the Liþ-methane complex can be obtained from the two-dimen-
sional projection of the water oxygen density shown in Figure 2b.
This plot clearly hints at the retention of the highly structured first
hydration shell around the Liþ ion and also shows, interestingly, that
water density is increased significantly (by a factor of ∼2) in the
region where the methane’s first hydration shell intersects with the
diffuse second hydration shell of the Liþ ion. Aside from this latter
effect, however, the Liþ ion does not appear to induce significant
additional structuring of the water surrounding the hydrophobic
molecule. The retention of the tetrahedral hydration waters, even in
complex with methane, suggests therefore that Liþ acts as a
“permanently” hydrated ion [Li-(H2O)4]

þ in solution, similar to
some small divalent and trivalent ions.22

Although it is often difficult to distinguish cause from effect when
analyzing simulated behavior, we have attempted to identify the
factors that drive the formation of the favorable Liþ-methane
contact by decomposing the interaction thermodynamics into
individual energetic components. To this end, we have taken 5
million structural snapshots from each simulation and extracted the

electrostatic and van derWaals components of each of the following
interactions: (a) Liþ-water, (b) Liþ-methane, and (c) methane-
water; the results of this analysis for the SPC/E set of Joung and
Cheatham parameters are shown in Figure 3 (corresponding results
for the other Joung and Cheatham parameter sets are shown in
Figure S3, Supporting Information). Interestingly, the Liþ-water
electrostatic interaction energy becomes significantly more favorable
as the Liþ and methane approach one another and reaches its
minimum value (stabilized by -0.4 kcal/mol) when the Liþ-
methane distance reaches its free energy minimum distance (4.5 Å).
This favorable change in energy is opposed by a corresponding
unfavorable change in the Liþ-water van der Waals interaction
(compare red and black lines in Figure 3a), but the net effect (i.e., the
sum of the electrostatic and van der Waals terms) is a slightly
favorable contribution to the interaction, albeit one that reaches a
minimum value at a somewhat farther distance (∼5 Å) than the free
energy minimum distance. Similar effects, but differing markedly in
magnitude, are seen with the other Joung and Cheatham parameter
sets (seeFigures S3a andb, Supporting Information).Themethane-
water electrostatic interaction (green line) also becomes more
energetically favorable as the Liþ andmethane approach one another
and is most favorable when the two are in direct contact with one
another; this component, however, appears to be effectively canceled
by a corresponding unfavorable change in the Liþ-methane electro-
static interaction (blue line). As expected, the Liþ-methane van der
Waals interaction (pink line) becomes increasingly favorable as the
two molecules approach, but its contribution is very small at a
separation distance of 4.5 Å (-0.03 kca/mol) and is not likely,

Figure 2. (a) MD snapshot of the Liþ-methane complex at its free
energy minimum configuration. (b) 2-D projection of water density
around the free energy minimum configuration (molecules/Å3). This
plot was computed using all snapshots in which the Liþ-methane
separation was 4.5-4.6 Å in the MD simulation that used the Joung and
Cheatham SPC/E parameters. Essentially identical results were ob-
tained using Joung and Cheatham’s TIP3P and TIP4P-Ew parameters.

Figure 3. (a) Energetic contributions to the Liþ-methane interaction
plotted as a function of the Liþ-methane distance. Lines shown
correspond to data from simulations that used the Joung and Cheatham
SPC/E parameter set. (b) The change in the methane-water van der
Waals interaction energy as a function of the Liþ-methane distance is
plotted as a dashed line against the left-hand y axis (these data are
replotted from part a); for comparison, the interaction free energy as a
function of the Liþ-methane distance is plotted as a solid line against
the right-hand y axis (these data are replotted from Figure 1a).
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therefore, to be a significant determinant of the favorable Liþ-
methane interaction. The final energetic contribution to consider is
the methane-water van der Waals interaction (yellow line in
Figure 3a). Intriguingly, the shape of this curve follows the free
energy curve very nicely with all three of the Joung and Cheatham
parameter sets (see Figure 3b and Figure S3c and d, Supporting
Information), which suggests that this interaction is a potential
determinant of the observed interaction thermodynamics. A more
complete analysis of the underlying thermodynamics would, of
course, require an analysis of entropic contributions (see e.g. refs
23 and 24), but that is beyond the scope of the present work.

Since the prediction of a thermodynamically favorable Liþ-
methane interaction is a major surprise and is likely to be con-
troversial, we have been careful to explore whether its prediction is
robust to changes in the simulation parameters. Figure 4a shows the
results computed using parameters for Liþ derived by Åqvist; since
his ion parameter set has been used in conjunctionwith a number of
three-site water models in the literature, we performed independent
simulations with each of the TIP3P, SPC, and SPC/Ewatermodels.
With all three models, we again obtain a thermodynamically
favorable interaction at a separation distance of ∼4.5 Å
(Figure 4a). Interestingly, however, the interaction free energy is
computed to be significantly more favorable with the SPC/Emodel
than with either of the other two water models; a likely explanation
for this result is outlined below.

Figure 4b shows the results computed using Liþ parameters
derived by Jensen and Jorgensen.12 In this case, it is clear that a
thermodynamically favorable Liþ-methane interaction is not
predicted. At first sight this result appears to call into question the
significance of the results reported earlier. Below, however, we
present evidence that this particular parameter set may be
compromised by having been derived to fit experimental data
that have since been subject to revision.

Figure 4c shows the results computed using Joung and
Cheatham’s Liþ parameters in combination with an OPLS

united-atom description for the methane.14 In this case, results
essentially identical to those obtained with the all-atom methane
model are obtained, indicating that the observed interaction is
not dependent on the details of the methane’s modeling. The
results of additional simulations, which explored (a) changing the
mixing rules used to describe van der Waals interactions and (b)
increasing the simulation box size, are shown in Figures S1 and
S2, Supporting Information, respectively; neither change re-
sulted in any significant change to the computed thermody-
namics of the Liþ-methane interaction.

Figure 4d shows the results computed using Joung and
Cheatham’s ion parameters in simulations of the interaction of
Liþ with the larger hydrophobic molecule neopentane. From
this, it is clear that the prediction of a thermodynamically
favorable interaction between the Liþ ion and a hydrophobic
molecule is not restricted to methane; the Liþ-neopentane
interaction free energy is, in fact, predicted to be somewhat more
favorable (-0.25 to -0.30 kcal/mol).

Finally, Figure 4e shows the results computed using Joung and
Cheatham’s ion parameters in simulations of the Liþ-methane
interaction in a 1 M LiCl solution. Again, a favorable Liþ-
methane interaction is retained: even competition from halide
ions, therefore, appears unable to completely suppress the ion-
hydrophobe interaction.

Focusing again on those panels of Figures 1 and 4 that plot the
computed free energies of the Liþ-methane interaction in pure
water, we can make the following statements: (a) The most
favorable Liþ-methane interactions are predicted by the three
Joung and Cheatham parameter sets and by Åqvist’s parameters
when used with the SPC/E water model. (b) Somewhat weaker
but still favorable Liþ-methane interactions are predicted by
Åqvist’s parameters when used with the SPC and TIP3P water
models. (c) A favorable Liþ-methane interaction is not pre-
dicted by the Jensen and Jorgensen parameters. Since these are
significant discrepancies, it is important both to try to identify

Figure 4. Computed interaction free energies for the association of Liþwith (a) methane using Åqvist’s (denoted *) ion parameters, (b) methane using
Jensen and Jorgensen’s (denoted **) ion parameters, (c) united-atommethane using Joung andCheatham’s ion parameters, (d) neopentane using Joung
and Cheatham’s ion parameters, and (e) methane in 1 M LiCl solution using Joung and Cheatham’s ion parameters.
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their origins and to determine which of the predicted results is
likely to be the most realistic.

In the absence of direct experimental data on the thermo-
dynamics of the Liþ-methane interaction, we must attempt to
assess the quality of the various parameter sets by examining their
abilities to reproduce alternative sources of experimental data.
One obvious measure to consider is the hydration free energy of
the Liþ ion since this is likely to be a major determinant of its
observed interaction thermodynamics with methane in aqueous
solution. But both the Joung and Cheatham, and Jensen and
Jorgensen parameter sets have been explicitly parametrized to
reproduce Marcus’ estimate of Liþ’s hydration free energy of -
113 kcal/mol,25 effectively ruling this out as a possible cause of
the differences observed between the two parameter sets.

A second measure that can be used to assess the quality of the
various parameter sets is the water coordination number of the
isolated solutes. All of the various simulation models used here
predict the number of waters in the very diffuse hydration shell
around methane to average ∼19-21 (Figure S4, Supporting
Information). Encouragingly, these estimates are consistent both
with previous computational studies26 and, more importantly,
with a recent experimental estimate of 20.27

But the various simulationmodels differ significantly in the water
coordination numbers that they predict for the isolated Liþ ion (see
Figure 5a). The mean coordination numbers that we obtain from
our simulations are, for the Joung and Cheatham Liþ parameters:
4.2, 4.3, and 4.1 using the SPC/E, TIP3P, and TIP4P-Ew models,
respectively; for the Åqvist Liþ parameters: 4.3, 4.6, and 4.6 using
the SPC/E, SPC, and TIP3P models, respectively; and for the
Jensen and Jorgensen Liþ parameters (in TIP4P): 5.2. All of these
numbers agree well with those reported in previously published
simulation studies that used the same force fields.12,28 More
interestingly, however, there is a clear correlation between the
computed hydration numbers of the isolated Liþ ion and the
predicted free energy of the Liþ-methane interaction obtained
with the same parameter set (see Figure 5b): those parameter sets
that produce lower hydration numbers predict significantly more
favorable interaction free energies for the Liþ-methane complex.

This trend becomes significant when we note that recent experi-
mental studies indicate that the water coordination number of the
Liþ ion is 4,1,29 and that similar numbers have been obtained from
polarizableMD studies,30 from full quantummechanical calculations
of ion-water clusters,31 and from QM-MM calculations of ions in
aqueous solution.32 On the basis of these previous studies, therefore,

it appears that the best structural description of Liþ’s hydration is
provided by the three Liþ parameter sets derived by Joung and
Cheatham and by Åqvist’s parameters when used with the SPC/E
water model. All things being equal, therefore, we anticipate that the
Liþ-methane interaction thermodynamics predicted by the Joung
and Cheatham parameter sets should be the most realistic, and that
the possibility of the predicted favorable Liþ-methane interaction
being real is therefore significant.

The results obtained with Jensen and Jorgensen’s Liþ parameters
suggest that the presence of an additional water molecule in the ion’s
hydration shell is sufficient to prevent the formation of a thermo-
dynamically favorable Liþ-methane complex. This is consistent
with the clearly tetrahedral arrangement of water molecules around
the Liþ ion in the MD snapshots of the Liþ-methane complex
(Figure 2). But what is the origin of the apparently excessive
hydration number obtained with the Jensen and Jorgensen para-
meters? It appears to be the position of the first peak in the Liþ-
water oxygen RDF, which was explicitly used—together with the
ion’s experimental hydration free energy—as a target of the para-
metrization process.12 At the time that Jensen and Jorgensen’s work
was conducted, the generally accepted position of this peak—which
was a weighted average of disparate experimental measurements—
was at a distance of 2.08 Å for Liþ in a dilute solution,33 but this value
has since been revised downward by 0.12 Å to∼1.94-1.98 Å on the
basis of more recent experimental measurements.1 Accordingly, a
comparison of the Liþ-water oxygen RDFs computed with the
various parameter sets used here shows that the Jensen and
Jorgensen parameters produce a peak that is clearly shifted to a
further distance than those obtained with other parameter sets
(Figure 5c). Interestingly, the next furthest shifted peaks are those
resulting from the use of Åqvist’s parameters with the SPC and
TIP3P models; these parameters, it will be recalled, predicted a
noticeably weaker free energy for the Liþ-methane interaction than
was obtained with the SPC/E model (Figure 4a). There appears,
therefore, to be a clear relationship between (a) the position of the
first peak in the Liþ-water oxygen RDF, (b) the (integrated) water
coordination number, and (c) the computed thermodynamics of the
Liþ-methane interaction.

If we are correct in suggesting that the Jensen and Jorgensen
Liþ parameters may have been compromised by the subsequent
change in the experimentally accepted position of the Liþ-water
oxygen RDF, it highlights an unavoidable danger faced by all
simulation practitioners involved in the parametrization of force
fields: even the most carefully derived parameter sets can be

Figure 5. Effects of ion andwatermodel parameters on the Liþ hydration structure. (a) Liþ-water coordination numbers (plotted against the right-hand y
axis) and the Liþ-water oxygen radial distribution function in SPC/E (left-hand y axis, dashed line), both plotted as a function of the Liþ-water oxygen
distance. (b) Correlation between the free energy at the Liþ-methane free energy minimum (at a separation of 4.55 Å) and the Liþ-water coordination
number computedwith the same parameter set. (c) Liþ-water oxygen radial distribution functions plotted as a function of the Liþ-water oxygen distance.
The water model-dependent ion parameters of Joung and Cheatham, Åqvist (denoted *), and Jensen and Jorgensen (denoted **) were used.
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brought into question if the source experimental data are later
revised. In passing, we note that for Naþ and Kþ we observe no
qualitative differences between the predictions of the Jensen and
Jorgensen parameters and those of other tested parameter sets
(data not shown).

Of course, an important caveat to the above discussion is that we
still cannot state with any certainty that the thermodynamically
favorable Liþ-methane interaction predicted in Figure 1a is
correct; it is quite possible, for example, that despite the apparently
incorrect hydration number obtainedwith the Jensen and Jorgensen
parameters that its prediction of an unfavorable interaction might
ultimately prove to be realistic. Given that the highly charge-dense
nature of the Liþ ion is likely to induce some degree of electronic
polarization in nearby watermolecules, it may be that a resolution of
this uncertainty might be forthcoming from the use of one or more
of the polarizable force fields which are actively being developed in a
number of laboratories;30,34 it is also possible, however, that a
quantum mechanical treatment might be required.31,32

’CONCLUSIONS

Despite the above caveat, we can state clearly that those parameter
sets that currently appear to be more realistic—at least in terms of
their structural description of Liþ’s interaction with water—predict a
more thermodynamically favorable interaction between Liþ and
methane. We can further state that an examination of the structure
of the favorable Liþ-methane complex shows it to represent a
fundamentally new mode of molecular interaction that appears
halfway between a van der Waals contact and a solvent-separated
interaction. We can also assert, from the results shown in Figure 1b
and c, that similar kinds of favorable interaction are not obtained with
either Naþ or Kþ and, on the basis of additional simulations reported
in the Supporting Information, that a favorable interaction is also not
predicted formethane’s interactionwith themost charge-dense of the
group VII anions, F-, or with the NH4

þ ion (Figures S5 and S6,
respectively, Supporting Information). Given that simulation results
reported by others also show no evidence of a favorable interaction
between methane and Cl- or (CH3)4N

þ,4 the predicted formation
of a favorable short-range interaction between amonovalent ion and a
hydrophobic molecule in aqueous solution appears to be unique to
the Liþ ion.

In closing, we note that the unusual interaction observed here
between Liþ and hydrophobic molecules provides an intriguing
potential explanation for the finding that Liþ salts can act to denature
a protein even when the corresponding Naþ and Kþ salts serve as
stabilizers.35 In addition, the same interaction may well be an
important factor in determining Liþ’s anomalously low salting-out
ability.19b,36 Finally, it provides yet another example of the subtle and
sometimes highly surprising ways in which hydration-shell water
molecules can mediate—both structurally and thermodynamically
—the interactions of ions37 or biomolecular solutes38 in aqueous
solution.
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ABSTRACT: In general, anion-π interactions exist between anions and aromatics with a positive quadrupole moment. The
interaction between anions and aromatics with a negative quadrupole moment is expected to be unstable due to Coulombic
repulsion. However, here we investigated the cases of aromatics with a negative quadrupole moment such as electron-rich alkyl/
alkenyl/alkynyl-substituted benzenes and triphenylene, which interact with halides. Favorable binding was demonstrated with
coupled cluster theory with singles, doubles, and perturbative triples excitations [CCSD(T)] at the complete basis set (CBS) limit.
Stability increases with chain length, unsaturation, and halogenation. Energy decomposition analysis based on symmetry adapted
perturbation theory (SAPT) shows that electrostatic repulsion is overcome by induction effects arising from the alkyl substituents.

’ INTRODUCTION

The design of anion receptors is traditionally predicated by
interaction of the negatively charged anion with either positively
charged or hydrogen bond donor groups or by coordination with
metals.1 Prime examples of this are imidazolium,2 the urea
complex,3 and quaternary ammonium-salt-based4 and calix-
[n]arene/pyrrole receptors.5 Aromatic moieties are a mainstay
of anion receptors as a molecular scaffold. For the anion-π
interaction,6 the π system has generally positive traceless quad-
rupole moment [Θzz = (3Qzz-Tr{Q})/2], and thus it is attrac-
tive. However, the anion-π interaction when the π system has a
negative quadrupole moment is expected to be repulsive because
of Coulombic repulsion, so that anion recognition by electron-
rich aromatic systems has hardly been explored. Experiments7-11

and theoretical calculations12-15 on the aromatic systems with a
positive quadrupole moment demonstrated attractive interac-
tions for the anion. Recent experimental evidence of anion-π
interaction was demonstrated in halide recognition via a copper-
(II)-azadendtriz complex (containing pyridine units),8 tetra-
oxacalix[2]arene[2]triazine receptors,9 pentafluorobenzyl-sub-
stituted ammonium and pyridinium salts,10 and Ag(I)/Cu(I)-
tetrazine complexes.11 Desirable properties of π interaction,
including directionality and ease of fine-tuning properties
through substituents, serve as an impetus in developing anion
receptors based on anion-π interaction.

Well-studied model systems include the halide complexes of
hexafluorobenzene (Θzz = 9.50 DÅ), 1,3,5-trinitrobenzene (Θzz =
22 DÅ), 1,3,5-tricyanobenzene (Θzz = 19.53 DÅ), and the
heteroaromatic s-triazine (Θzz = 0.90 DÅ).12-15 In some cases,
the total interaction energy of anion-π complexes is comparable
to that of cation-π complexes;16 for instance, the MP2/aug-cc-
pVDZ binding energy for C6F6-F- is 18.4 kcal/mol,14a while
that of C6H6-Naþ is 22.3 kcal/mol.16a Frequency calculations
show that only the Cl-, Br-, and NO3

- complexes of triazine
and hexafluorobenzene, the Br- complexes of 1,3,5-tricyanoben-
zene, and the CN- complexes of hexafluorobenzene are actual
minima in the gas phase.17 It has been demonstrated that halides
preferentially form either a covalent σ or H bond complex as a
consequence of electron-withdrawing groups, which increases

the acidity of aryl C-H and activates the ring toward nucleo-
philic substitution. This is supported by a survey of crystal
structures of a neutral six-membered aromatic ring in the Cam-
bridge Structural Database (CSD) wherein 84% of the halides are
closer to the ring C than the centroid.17 A later study18 defining
stringent criteria for the anion-π interaction, specifically the
ring atom-anion distance of evdw þ0.2 Å and the tilt angle of
90 ( 10� (from the ring plane), did not yield a convincing
example of anion-π interaction as the aromatic rings are
invariably bound to a cationic site. A preliminary study of Cl-

complexes shows that the majority of samples have Cl- at θ
values < 20�, which is consistent with the H bonding motif.

While most models of anion-π complexes are not actual
minima, theoretical calculations are nevertheless important in
shedding light on the nature of anion-π interactions. A symmetry-
adapted perturbational theory (SAPT) analysis of complexes of
tetrafluoroethene, hexafluorobenzene, and triazine with halides
(F-, Cl-, Br-) and linear (CN-) and trigonal planar (NO3

-,
CO3

2-) anions shows that the most significant contributions to
the interaction energy come from electrostatic and induction
effects.14a As in cation-π complexes, dispersion effects are
relatively low in comparison to the other energy components.
Electrostatic effects dominate at large distances, but induction
effects become more significant as the distance decreases. The
induction contribution is attributed to the interaction of the
occupied p orbital of halides or the π orbital of organic anions
with the lowest unoccupied molecular orbital (LUMO) of the
aromatic ring.

As stated above, anion binding with aromatics of negativeΘzz

is expected to be unstable due to Coulombic repulsion. However,
it has already been demonstrated15,19 that there is no correlation
between Θzz and the anion binding enthalpy, unlike the case of
cation complexes, which implies that anion-π interaction is, in
fact, possible for aromatics with negative Θzz if the induction
overcompensates for the electrostatic repulsion. Recently, experi-
mental evidence of anion-π interaction between electron-rich
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alkylbenzene rings and F-, in combination with (C-H)þ 3 3 3
F--type ionic bonds, was reported for an imidazolium cage
receptor.20 It was particularly noted that the nonalkylated
analogue cannot host F- in the cavity between the two benzene
rings that form a sandwich complex. The CCSD(T)/CBS
calculations on the triethylbenzene moiety yielded an interaction
energy of -0.9 kcal/mol.20 A theoretical study by Wheeler and
Houk15 on model Cl-C6H6-nXn (n = 0-4, 6; X is either
electron-donating or electron-withdrawing) complexes showed
that the interaction energy for trimethylbenzene is slightly
attractive (the interaction energy of -0.4 kcal/mol at the
M06-2X/6-31þG(d) level). More importantly, it was noted that
anion binding can be attributed to direct interaction of the anion
with the local dipole induced by the substituents and not with
substituent-induced polarization of the π density as previously
asserted.13 This is consistent with the results of Kim et al.,14a

showing a relatively low dispersion contribution in the anion
binding of π systems such as hexafluorobenzene. The previous
studies suggest that substituents have an important role in
overcoming Coulombic repulsion between the negative Θzz of
the aromatic ring and the anion. Moreover, it indicates that the
nature of interaction in anion complexes of aromatics with
negative Θzz is different from that with positive Θzz. Even in
π-π interactions, significant differences in geometry and bind-
ing energy between electron-deficient and electron-rich aro-
matics have been observed.21

In line with this, the present study investigates the nature of
anion-π interaction in aromatic systems with electron-donating
alkyl substituents and an electron-withdrawing halogenated-alkyl/
alkenyl/alkynyl substituent. Triply substituted benzene was
chosen for the study to limit the variable factor to substituent
effects. The influence of chain length, unsaturation, and halo-
genation in the substituent on the electrostatic, induction,
dispersion, and exchange-correlation energies will be system-
atically studied by using high-level ab initio and SAPT calcula-
tions. The substituents include methyl (Me), ethyl (Et),-CHd
CH2,-CtCH,-CH2F, and-CtCF, and a fused ring system
is considered as well. The results will be discussed in comparison
to anion-π complexes of trifluorobenzene, tribromobenzene,
and other systems with positive Θzz. The choice of specific
geometry with the anion lying above the ring center was made in
order to examine and understand anion interactions with the ring
electron density because of its plausible experimental realization
in liquid or crystal phases. Despite the fact that the gas phase
frequency calculations for such isolated systems of alkylbenzene
moieties and F- yield saddle points, it should be noted that the
anion-π type interaction between alkylbenzene moieties and
F- is experimentally realized.20

’COMPUTATIONAL METHOD

The resolution of identity approximation of the second-order
Møller-Plesset perturbation theory (RIMP2) using the aug-cc-
pVDZ (aVDZ) basis set with basis set superposition error
(BSSE) correction was used to optimize the geometries of
various anion-π complexes. The geometry was constrained to
C3v symmetry so that the center of the anion lies along the C6 axis
of the aromatic ring. Vibrational frequency calculations were
performed at the same level, while quadrupole moments of the
RIMP2/aVDZ geometries were determined at the RHF/6-
311G** level. Single point energy calculations were subsequently
performed at the RIMP2/aug-cc-pVTZ (aVTZ) and CCSD(T)/

aVDZ levels with BSSE correction to obtain energies at the
complete basis set (CBS) limit. The MP2 CBS limit was
evaluated by using the extrapolation scheme based on the
proportionality of the basis set error in the electron correlation
energy to N-3 for the aug-cc-pVNZ basis set.22 This was then
used to estimate the CCSD(T)/CBS limit by adding the CCSD-
(T)/aVDZ binding energies and the difference between the
MP2/CBS and MP2/aVDZ binding energies.

The total interaction energy was decomposed into electro-
static (Ees), induction (Eind), dispersion (Edisp), and exchange-
repulsion (Eexch) components, or effective induction (Ein), effective
dispersion (Edp), and effective exchange-repulsion (Ex) compo-
nents based on SAPT,23 as described previously.24

Etot ¼ Ees þ Ein þ Edp þ Ex

where

Ees ¼ Eð10Þes þ Eð12Þes, resp

Ein ¼ Eð20Þind þ Eð20Þexch, ind, resp þ δHFind, resp þ tEð22Þind þ tEð22Þexch;in - 0:4

� ðECCSDðTÞ=CBS - ESAPTðMP2Þ=aVDZ0 Þ

Edp ¼ Eð20Þdisp þ Eð20Þexch, disp þ δHFind, resp - 0:6

� ðECCSDðTÞ=CBS - ESAPTðMP2Þ=aVDZ0 Þ

Ex ¼ Eð10Þexch þ Eð11Þexch þ Eð12Þexch

The superscripts refer to orders in the intermolecular interac-
tions and intramolecular correlation potential, “resp” to the
inclusion of coupled Hartree-Fock response, and δin,resp

HF to
higher-order Hartree-Fock induction and exchange-induction
contributions. Ein is the sum of the exchange-induction term and
Eind. Edp is the sum of the exchange-dispersion term and Edisp,
while Ex excludes the aforementioned terms from Eexch. Edp and
Ein include the difference between the CCSD(T)/CBS and
SAPT(MP2)/aVDZ0 binding energies to correct for the basis
set dependency of the dispersion and induction energy, as
discussed in previous studies.24 SAPT calculations were per-
formed with SAPT200825 at the MP2/aVDZ0 level where the p
diffuse functions onH and the d diffuse functions on heavy atoms
are removed. RIMP2 and CCSD(T) calculations were done
using Turbomole 6.0.226 and Gaussian 09,27 respectively.

’RESULTS AND DISCUSSION

Optimized geometries of the F- complexes of various sub-
stituted benzenes, constrained to C3v symmetry, are shown in
Figure 1. The complete list of traceless quadrupole moments
(Θzz), perpendicular distance (Rv), and interaction energies are
summarized in Table 1, while SAPT components of the interac-
tion energy of selected complexes are listed in Table 2. The focus
of the present work is to determine the effect of electron-
donating alkyl substituents on the anion-π type interaction;
hence these geometries will be used in the discussion despite the
fact that these structures are saddle points.

Bz-F, with an interaction energy of 0.66 kcal/mol, is unstable
with respect to the dissociated F- and benzene. However, the
F--π complex becomes stable with methyl (-0.38 kcal/mol)
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and ethyl (-0.86 kcal/mol) substitution. The increased stability
from Bz-F to BzEt3-F is accompanied by a decrease in Rv,
which caused increased exchange repulsion with chain length.
While Θzz is the least negative in BzMe3, the repulsive electro-
static contribution increases uniformly with chain length, which
indicates that the charge-quadrupole interaction is not signifi-
cant. Wheeler and Houk15 attributed this to the short distance
between the halide and aromatic ring, in which case the expan-
sion of intermolecular electrostatic interactions in terms of
electric multipoles cannot be considered valid or accurate. The
attractive inductive effects increase from Bz-F to BzEt3-F due
to anion-induced polarization of alkyl substituents, which be-
comes significant with increasing chain length. Clements and
Lewis19 also showed that favorable anion binding of halo-
substituted aromatics arises from the polarizability of the sub-
stituents as evidenced by the increase in anion binding with
increased number and polarizability of the substituent. The
attractive dispersion contribution also increases but is lower than
those of other components.

The effect of unsaturation is determined by a comparison of
BzEt3-F, Bz(CHCH2)3-F, and Bz(CCH)3-F. The F- and
Cl- complexes of Bz(CCH)3 were reported earlier by Wheeler
and Houk15 and Lucas et al.13e,f The increase in stability is
dramatic, from -0.86 kcal/mol in BzEt3-F to -7.11 kcal/mol
in Bz(CCH)3-F. The system is further stabilized in fused rings
(triphenylene-F), as can be seen from the RIMP2/CBS en-
ergies (-7.34 kcal/mol compared to -6.58 kcal/mol in Bz-
(CCH)3-F). Θzz becomes more negative with unsaturation,
and yet, there is a shift from repulsive to attractive electrostatic
energy from BzEt3-F to Bz(CCH)3-F. The attractive electro-
static term in Bz(CCH)3-F indicates that the ethynyl group is
electron-withdrawing. The increase in attractive induction effects
is significant upon unsaturation, while that for dispersion is
moderate.

Halogenation of substituents increases stability, as demon-
strated by Bz-F/BzF3-F (0.66/-9.31 kcal/mol), BzMe3-
F/Bz(CH2F)3-F (-0.38/-14.55 kcal/mol), and Bz(CCH)3-
F/Bz(CCF)3-F (-7.11/-9.29 kcal/mol). While the Θzz va-
lues of Bz(CH2F)3 and Bz(CCF)3 are still negative, they are

Table 1. BSSE-Corrected RIMP2 and CCSD(T) Interaction
Energies (in kcal/mol) on the BSSE-Corrected RIMP2/aVDZ
Optimized Geometriesa

MP2 CCSD(T)

complex Θzz Rv aVDZ aVTZ CBS aVDZ CBS

Bz-F -8.76 3.270 1.72 1.08 0.81 1.57 0.66
Bz-Cl -8.76 3.812 1.01 0.44 0.20 1.37 0.56
Bz-Br -8.76 3.870 0.86 0.20 -0.08 1.38 0.44
BzMe3-F -8.46 3.157 0.88 0.17 -0.14 0.63 -0.38
BzEt3-F -9.11 3.080 0.24 -0.28 -0.50 -0.11 -0.86
BzEt3-Cl -9.11 3.569 -0.54 -1.11 -1.35 -0.05 -0.86
BzEt3-Br -9.11 3.730 -0.73 -1.34 -1.59 -0.11 -0.97
Bz(CHCH2)3-F -15.37 2.829 -1.95 -3.19 -3.71 -2.00 -3.76
Bz(CCH)3-F -16.99 2.612 -5.47 -6.25 -6.58 -6.00 -7.11
Bz(CCH)3-Cl -16.99 3.293 -3.71 -4.59 -4.97 -2.95 -4.20
Bz(CCH)3-Br -16.99 3.486 -3.30 -4.20 -4.58 -2.35 -3.64
triphenylene-F -25.16 2.439 -6.01 -6.95 -7.34 NA NA
triphenylene-Cl -25.16 3.117 -3.26 -4.43 -4.92 NA NA
BzF3-F 0.69 2.755 -8.20 -8.68 -8.88 -8.62 -9.31
BzF3-Cl 0.69 3.330 -6.26 -6.91 -7.19 -5.63 -6.56
BzF3-Br 0.69 3.517 -5.72 -6.40 -6.69 -4.98 -5.95
BzBr3-F -3.91 2.658 -10.34 -11.56 -12.07 -10.58 -12.31
Bz(CH2F)3-F -6.43 2.736 -13.78 -14.28 -14.48 -13.85 -14.55
Bz(CH2F)3-Cl -6.43 3.346 -12.72 -13.35 -13.62 -11.83 -12.74
Bz(CH2F)3-Br -6.43 3.516 -12.32 -13.00 -13.28 -11.31 -12.27
Bz(CCF)3-F -2.65 2.709 -7.56 -8.00 -8.18 -8.67 -9.29
Bz(CCF)3-Cl -2.65 3.290 -6.00 -6.51 -6.73 -5.45 -6.18
Bz(CCF)3-Br -2.65 3.479 -5.57 -6.10 -6.33 -4.82 -5.58

aΘzz: quadrupole moment of the uncomplexed aromatic system (in
DÅ) calculated at the RHF/6-311G** level, Rv: perpendicular distance
between the ring centroid and anion in Å. Geometries are constrained to
C3v symmetry. Vibrational frequency calculations demonstrate that only
BzF3-Br is a genuine minimum, while BzMe3-F has 5 imaginary
frequencies and the rest have 2 each. Positive interaction energy
indicates that the complex is less stable than the dissociated structure.

Figure 1. Optimized geometries of various F--π complexes obtained
at the RIMP2/aVDZ level with BSSE correction.

Table 2. SAPT(MP2)/aVDZ0 Energies (in kcal/mol) Calcu-
lated Using the BSSE-Corrected RIMP2/aVDZ Geometries

complex Etot Ees Ein Edp Ex

Bz-F 0.66 5.69 -7.13 -1.58 3.67

Bz-Cl 0.56 3.86 -4.08 -2.29 3.07

Bz-Br 0.44 2.99 -3.78 -2.94 4.17

BzMe3-F -0.38 5.92 -9.41 -1.88 4.99

BzEt3-F -0.86 6.24 -11.07 -2.11 6.08

BzEt3-Cl -0.86 3.71 -6.61 -3.72 5.76

BzEt3-Br -0.97 2.89 -5.65 -4.25 6.04

Bz(CHCH2)3-F -3.76 2.07 -14.77 -2.62 11.56

Bz(CCH)3-F -7.11 -5.66 -17.82 -3.70 20.08

BzF3-F -9.31 -10.03 -11.46 -1.95 14.14

BzF3-Cl -6.56 -7.53 -5.54 -3.75 10.26

BzF3-Br -5.95 -7.19 -4.50 -4.17 9.90

BzBr3-F -12.31 -10.59 -16.44 -3.34 18.07

Bz(CH2F)3-F -14.55 -15.34 -13.10 -1.38 15.28

Bz(CH2F)3-Cl -12.74 -13.46 -6.15 -3.53 10.41

Bz(CCF)3-F -9.29 -5.98 -15.88 -3.12 15.69
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more positive than their unhalogenated counterparts. There is a
shift from repulsive to attractive electrostatic terms and a
significant increase in exchange-repulsion due to decreased Rv
in the case of Bz-F/BzF3-F and BzMe3-F/Bz(CH2F)3-F.
The attractive induction term also increases, similar to the effect
of chain length and unsaturation. Attractive dispersion effects
increase from Bz-F to BzF3-F but decrease from Bz(Me)3-F
to Bz(CH2F)3-F. On the other hand, the attractive electrostatic
term from Bz(CCH)3-F to Bz(CCF)3-F increases only
slightly, while attractive induction and dispersion effects, as well
as exchange-repulsion, decrease.

Electrostatic and induction effects are comparable in magni-
tude in alkyl-substituted benzenes (Bz, BzMe3, BzEt3, and
Bz(CH2F)3) like the case of anion-π complexes of electron-
deficient aromatic rings such as hexafluorobenzene, triazine,14a

BzF3, and BzBr3. However, the electrostatic term is repulsive for
Bz, BzMe3, and BzEt3. In the case of unsaturated substituents as
in Bz(CHCH2)3, Bz(CCH)3, and Bz(CCF)3, the attractive
induction term is much larger than the electrostatic term.
Exchange-repulsion terms have the highest magnitude in the
case of hexafluorobenzene and triazine but are comparable to the
electrostatic and/or inductive effects in alkyl-substituted ben-
zenes, BzF3, and BzBr3. In both electron-deficient and alkyl-
substituted benzenes, dispersion effects are relatively low. Unlike
the halide complexes of hexafluorobenzene, triazine,14a BzF3,
Bz(CCH)3, Bz(CH2F)3, and Bz(CCF)3, the interaction energies
for the halide complexes of Bz and BzEt3 become more attractive
from F- to Br-. The electrostatic energy becomes more attrac-
tive in the latter, while the opposite occurs in hexafluorobenzene,
triazine,14a BzF3, and Bz(CH2F)3. The induction energy be-
comes more repulsive in Bz, BzEt3, BzF3, and Bz(CH2F)3 and
attractive in hexafluorobenzene.14a This parallels the decrease in
electronegativity and the increase in polarizability of the anion
from F- to Br-. The attractive dispersion energy increases in
all cases.

A Cambridge Structural Database (CSD, version 5.31,
November 2009) search on possible anion-π interactions
between halides, NO3

-, or ClO4
- and alkylated arenes with an

anion-centroid distance Rv of 5 Å and a tilt angle θ of 90( 15�
yielded 32, 1, and 4 samples, respectively. All fragments are
bonded to positively charged groups. Four samples, all interact-
ing with Br-, are found to contain trialkylated benzene fragments
— RAJXUW (RtMe),28 REQYOC (RtPh),29 and UMICEY/
UMICOI (RtEt).30 Only two samples, BIHQOZ,31 a macro-
bicyclic azaphane receptor, and REQYOC,35 an N-spiro chiral
quaternary ammonium bromide, satisfy the following criteria
based on optimized geometries of halide complexes of BzEt3 (Rv
= 3-4 Å, ring atom-anion distance ofevdwþ0.5 Å and θ = 90�
( 10�. In the former, anion recognition is primarily based on CH
and NH anion interactions. However, the I--centroid distance
is 3.692 Å, and all tilt angles are 90�, which is consistent with
theoretical calculations on anion-π complexes.

’CONCLUSION

The present study demonstrates the presence of anion-π
interactions between halides and alkyl/alkenyl/alkynyl-substi-
tuted aromatics. An increase in the chain length, unsaturation,
and halogenation of the alkyl substituents is paralleled by an
increase in stability of the anion-π complex. Despite the
repulsive electrostatic term, the F-complexes of BzMe3, BzEt3,
Bz(CHCH2)3, and Bz(CCH)3 are stable due to attractive

induction effects arising from the substituent. The attractive
dispersion contributions are relatively low. The F- complexes of
BzF3, BzBr3, Bz(CH2F)3, and Bz(CCF)3 have an attractive
electrostatic term, but these are lower in magnitude than the
induction energy, except in the case of Bz(CH2F)3. Unlike F

-

complexes of aromatics with a positive Θzz like hexafluoroben-
zene and triazine, the exchange-repulsion is comparable in
magnitude to these two terms. The interaction energies become
more repulsive from F- to Br- in BzF3, Bz(CCH)3, Bz(CH2F)3,
and Bz(CCF)3 as in the case of hexafluorobenzene and triazine

14a

and more attractive in Bz and BzEt3. The attractive anion-π
interactions in alkyl-substituted aromatic complexes can be
utilized in the design of anion receptors as already demonstrated
by imidazolium-based receptors.20
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ABSTRACT:We show that the Coulomb operator can be resolved as r12
�1 = Σnlm φnlm(r1) φnlm(r2) where φnlm(r) is proportional to

the product of a spherical Bessel function and a spherical harmonic, provided that r1 þ r2 < 2π. The resolution reduces Coulomb
matrix elements to Cholesky-like sums of products of auxiliary integrals. We find that these sums converge rapidly for four
prototypical electron densities. To demonstrate its viability in large-scale quantum chemical calculations, we also use a truncated
resolution to calculate the Coulomb energy of the nanodiamond crystallite C84H64.

The apparently innocuous Coulomb operator

r�1
12 � jr1 � r2j�1 ð1Þ

lies at the heart of many of challenging problems in contempor-
ary quantum chemistry, and many ingenious schemes have been
devised1�17 to treat it efficiently and accurately. In most cases,
the full complexity of the operator is avoided by partially
decoupling it1�3 and employing multipole expansions,4�7 Four-
ier transforms,8 Cholesky decomposition,9�12 density
fitting,13�15 or other such methods.16,17

Our contributions18�20 employ Coulomb resolutions

r�1
12 ¼ ∑

¥

n¼ 0
∑
¥

l¼ 0
∑
l

m¼� l
φnlmðr1Þ φnlmðr2Þ ð2Þ

where the one-particle functions

φnlmðrÞ ¼ VnlðrÞ YlmðrÞ ð3Þ
involve a radial function Vnl(r) and a real spherical harmonic
Ylm.

21 Such resolutions reduce Coulombmatrix elements to sums
of auxiliary integrals

Æajr�1
12 jbæ ¼ ∑

nlm
ÆajφnlmæÆφnlmjbæ ð4Þ

and thus formally resemble Cholesky schemes.9�12 However,
our approach forms the “Cholesky triangle” directly, without
computing the matrix elements.

To construct a Coulomb resolution, one combines the
Legendre expansion and the Addition Theorem21 to obtain the
well-known21 angular resolution

r�1
12 ¼ ∑

lm

4π
2lþ 1

rl<
rl þ 1
>

Ylmðr1Þ Ylmðr2Þ ð5Þ

where r< and r> are the smaller and larger of r1 and r2.
To achieve a radial resolution

4π
2lþ 1

rl<
rl þ 1
>

¼ ∑
n
Vnlðr1Þ Vnlðr2Þ ð6Þ

one possibility18�20 is to choose

VnlðrÞ ¼ 2
ffiffiffi
2

p Z ¥

0
hnðxÞ jlðxrÞ dx ð7Þ

where the jl are spherical Bessel functions
21 and the hn are any

functions that form a complete and orthonormal set on [0,¥).
We chose the Hermite functions

hnðxÞ ¼ ð2=πÞ1=4
2n

ffiffiffiffiffiffiffiffiffiffið2nÞ!p H2nðx=
ffiffiffi
2

p Þ expð � x2=4Þ ð8Þ

in our first work18 but adopted the Laguerre functions

hnðxÞ ¼ ffiffiffi
2

p
Lnð2xÞ expð � xÞ ð9Þ

in later studies.19,20 This approach to the radial resolution is
theoretically attractive, but unfortunately, the radial functions Vnl
that emerge from such “natural” choices for the hn are often
computationally expensive.18�20 This has led us to explore
alternative schemes.

In the present letter, we offer a route based on the recently
proven identity22Z ¥

0
jlðnxÞ jlðnyÞ dn¼� δl, 02 þ ∑

¥

n¼ 1
jlðnxÞ jlðnyÞ ð10Þ

where l = 0, 1, 2, ... and |x| þ |y| < 2π. We use the symbol ¼� to
remind us of this domain restriction.

If we begin with the integral representation23 of the left-hand
side of eq 6

4π
2lþ 1

rl<
rl þ 1
>

¼ 8
Z ¥

0
jlðxr1Þ jlðxr2Þ dx ð11Þ

and apply eq 10, we obtain the radial quasi-resolution

4π
2lþ 1

rl<
rl þ 1
>

¼� 8 δl, 0
2

þ ∑
¥

n¼ 1
jlðnr1Þ jlðnr2Þ

" #
ð12Þ
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and thence the spherical Bessel quasi-resolution

r�1
12 ¼� ∑

nlm
φnlmðr1Þ φnlmðr2Þ ð13Þ

where the one-particle functions are

φnlmðrÞ ¼ 2
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2� δn, 0

q
jlðnrÞ YlmðrÞ ð14Þ

This is the key result of our letter. As the prefix “quasi” and the
symbol¼� emphasize, it is valid only for r1þ r2 < 2π. The quasi-
resolution, unlike our previous resolutions,18�20 requires only
the calculation of spherical Bessel functions24 and spherical
harmonics,25 which is efficient and stable even for large n, l,
and m.

Replacing r12
�1 with the quasi-resolution directly yields the

Cholesky-like decomposition

Æajr�1
12 jbæ¼� ∑

nlm
ÆajφnlmæÆφnlmjbæ ð15Þ

but without the need to compute the Æa|r12�1|bæ integrals. The
auxiliary integrals

Æajφnlmæ ¼ 2
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2� δn, 0

q Z
aðrÞ jlðnrÞ YlmðrÞ dr ð16Þ

are easily found if the Fourier transform of a(r) is known. For
example, if a(r) is the Gaussian

aðrÞ ¼ ðR=πÞ3=2 expð � Rjr � Rj2Þ ð17Þ
we have

Æajφnlmæ ¼ exp �n2

4R

 !
φnlmðRÞ ð18Þ

If a(r) is sufficiently smooth, then, by Darboux’s principle,26

the Æa|φnlmæ will decay quickly for large n, l, and m, leading to
rapid convergence of the sum in eq 15. We see from eq 18, for
example, that smallR yield fast decay with n, and smallR yield fast
decay with l.

One elementary use of the quasi-resolution is to find the
Coulomb self-interaction energy:

E ¼ 1
2
ÆFjr�1

12 jFæ ð19Þ

of a given charge density F(r). If the density F(r) � F(r) is a
normalized, origin-centered radial function, one finds

~E ¼ 1
2∑nlm

ÆFjφnlmæÆφnlmjFæ ¼
1
2π

þ 1
π∑n

Δ~E
ðnÞ ð20Þ

and results for four such densities are given in Table 1. These
densities consist of a uniform ball (which is discontinuous on its
boundary), an exponential (which has a cusp at a point), a
rational function (which has poles in the complex plane), and a
Gaussian (which is entire). Consistent with Darboux’s
principle,26 the results in the penultimate row of Table 1 confirm
that the convergence of the resolution eq 20 is algebraic if F(r)
has a singularity in real space, exponential if it has a singularity in
the complex plane, and superexponential if F(r) is entire.

The key weakness of the quasi-resolution is the domain
restriction r1 þ r2 < 2π. If the quasi-resolution is applied to a
density that extends beyond r = π, it introduces a domain-
violation error

EDVE ¼ ~E� E ð21Þ
and the final row of Table 1 illustrates this. The message is clear:
in practical applications, one should scale the system so that the
DVE is acceptably small.

We begin our numerical assessment by truncating the radial
resolution eq 12 after N terms. The truncated sums are useful
approximations to the left-hand side, and Figure 1 illustrates this
for l = 0, 1, and 2 with r1 = 1 and N = 10. It confirms that the
approximations are satisfactory when r1 þ r2 < 2π but erratic
outside that domain. We note however that, even there, the
errors are bounded.

Truncating the quasi-resolution eq 13 at n =N and l = L yields
well-defined approximations to both the operator and its matrix
elements. For example, the approximation

~E
ðN, LÞ ¼ 1

2 ∑
N

n¼ 0
∑
L

l¼ 0
∑
l

m¼� l
ÆFjφnlmæÆφnlmjFæ ð22Þ

Table 1. Coulomb Energies E, Components Δ~E(n), and Domain-Violation Errorsa EDVE of Four Radial Charge Densities
b G(r)

uniform densityc exponential density rational density Gaussian density

R3 � F(r) 3/(4π) H(R � r) exp(�r/R)/(8π) (1þ(r/R)2)�2/π2 exp(�r2/R)2)/π3/2

nonanalyticity discontinuity at r = R cusp at r = 0 poles at r = ( iR no singularities

R � E 3/5 5/32 1/(2π) 1/(2π)1/2

Δ~E(n) 9j1
2(nR)/(nR)2 (1 þ n2R2)�4 exp(�2nR) exp(�n2R2/2)

convergence O[(nR)�4] O[(nR)�8] O[exp(�2nR)] O[exp(�n2R2/2)]

R � EDVE 6(1�θ)3H(1�θ)/θ4 1/6(θþ1)3exp(�2θ) 1/(6θ) (2/π)1/2exp(�2θ2)
a θ = π/R. b R is a parameter that characterizes the radial extent of the density. c H is the Heaviside step function.21

Figure 1. The left-hand side (solid) and right-hand side (dashed) of
eq 12 for l = 0, 1, and 2 when r1 = 1 and the sum is truncated after n = 10.
Plots are scaled so that the left-hand sides coincide at r2 = 1.
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has the truncation error

ETE ¼ ~E
ðN, LÞ � ~E ð23Þ

Is such a truncation useful in practice? To explore this
question, we used eq 22 to calculate the Coulomb self-interaction
energy of the electrons in the octahedral nanodiamond C84H64

crystallite.27 This molecule has a diamond-like structure with Td

symmetry, and for the sake of simplicity, we have used C�C and
C�H bond lengths of 154 and 109 pm, respectively. The
electron density

FðrÞ ¼ ∑
148

A¼ 1
FAðrÞ ð24Þ

is the sum of the Stewart atomic densities28�30

FAðrÞ ¼ ∑
DA

i¼ 1
ciðRi=πÞ3=2 expð � Rijr � RAj2Þ ð25Þ

generated from the UHF/6-311G densities of isolated 3P carbon
and 2S hydrogen atoms. The Stewart parameters are given in
Table 2 and yield E = 20511.5578014 au.

We have written a C program to compute eq 22, and we use
the relative error

εt

�����~E
ðN, LÞ � E

E

����� ¼
�����EDVE þ ETE

E

����� ð26Þ

to measure the accuracy of the approximation eq 22 for different
(N,L). The molecule’s center of mass is placed at the origin, but
most of its nuclei still lie outside the allowed domain (i.e.,
|RA| > π). We therefore compress the entire system by a scale
factor s, perform the Coulomb calculation, and then unscale the
resulting energy. The relationship between scaled and unscaled
systems is described by the following equations

R
0
A ¼ s�1RA ð27Þ

R
0
i ¼ s2Ri ð28Þ

F0ðr0Þ ¼ s3FðrÞ ð29Þ

E0 ¼ sE ð30Þ

A scaled system described by Ri
0, Ri

0, and F0(r0) is mathematically
equivalent to the unscaled one. Thus, in theory, this scheme is
exact and works for any kind of energies or molecular properties.
However, when we use scaling in conjunction with truncated
resolution, the compression increases the exponents Ri

0. As a
result, the auxiliary integrals eq 18 decay more slowly, reducing
the rate of convergence of eq 22 and increasing the truncation
error eq 23.

Figure 2 reveals that there is a DVE-dominated region (sj 4)
and a TE-dominated region (s J 5). The results show that the
truncation error grows slowly as s is increased, but that the
domain-violation error grows rapidly as s is decreased. It is
therefore important to scale the system to fit in the domain,
but moderate overcompression does not magnify the error by
very much. ForN = 500 and L = 1000, the lowest errors arise near
s = 4.8, but any s from 4.5 to 12 leads to ε < 10�6.

In summary, we have derived a quasi-resolution of the
Coulomb operator that allows it to be expressed in terms of
products of one-particle functions. Unlike earlier resolutions, the
quasi-resolution is based on simplemathematical functions and is
well suited for computational purposes. Our numerical study
indicates that the quasi-resolution is useful for computing the
Coulomb energy, which is an important bottleneck in DFT
calculations. However, the potential scope of the quasi-resolution
is much wider than this, and there are significant possibilities for
applications to other operators and to exchange and correlation
energies. We are currently investigating these and will report
results elsewhere.
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Table 2. Stewart parameters for atoms

hydrogen carbon

ci Ri ci Ri

0.29449 0.21 1.71581 0.29

0.63550 0.88 2.54666 0.82

0.05859 3.73 �0.18334 2.31

0.01253 15.90 0.26810 6.50

�0.00111 67.73 1.09048 18.31

0.45570 51.55

0.09106 145.16

0.01337 408.75

0.00195 1150.99

0.00016 3241.06

0.00005 9126.48

Figure 2. Relative error, eq 26, of E~(N,L) for 3 e s e 15.
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The Langevin Hull: Constant Pressure and Temperature Dynamics
for Nonperiodic Systems
Charles F. Vardeman, II, Kelsey M. Stocker, and J. Daniel Gezelter*
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ABSTRACT: We have developed a new isobaric�isothermal (NPT) algorithm which applies an external pressure to the facets
comprising the convex hull surrounding the system. A Langevin thermostat is also applied to the facets to mimic contact with an
external heat bath. This new method, the “Langevin Hull”, can handle heterogeneous mixtures of materials with different
compressibilities. These systems are problematic for traditional affine transform methods. The Langevin Hull does not suffer from
the edge effects of boundary potential methods and allows realistic treatment of both external pressure and thermal conductivity due
to the presence of an implicit solvent. We apply this method to several different systems, including bare metal nanoparticles and
nanoparticles in an explicit solvent as well as clusters of liquid water. The predicted mechanical properties of these systems are in
good agreement with experimental data and previous simulation work.

1. INTRODUCTION

Themost commonmolecular dynamics methods for sampling
configurations from an isobaric�isothermal (NPT) ensemble
maintain a target pressure in a simulation by coupling the volume
of the system to a barostat, which is an extra degree of freedom
propagated along with the particle coordinates. These methods
require periodic boundary conditions because when the instan-
taneous pressure in the system differs from the target pressure,
the volume is reduced or expanded using affine transforms of
the system geometry. An affine transform scales the size and the
shape of the periodic box as well as the particle positions
within the box (but not the sizes of the particles). The most
common constant pressure methods, including the Melchionna
modification1 to the Nos�e�Hoover�Andersen equations of
motion,2�4 the Berendsen pressure bath,5 and the Langevin
Piston,6,7 all utilize scaled coordinate transformation to adjust the
box volume. As long as the material in the simulation box has a
relatively uniform compressibility, the standard affine transform
approach provides an excellent way of adjusting the volume of
the system and applying pressure directly via the interactions
between atomic sites.

One problem with this approach appears when the system
being simulated is an inhomogeneous mixture in which portions
of the simulation box are incompressible relative to other
portions. Examples include simulations of metallic nanoparticles
in liquid environments and proteins at ice/water interfaces as
well as other heterogeneous or interfacial environments. In these
cases, the affine transform of atomic coordinates either will cause
numerical instability when the sites in the incompressible
medium collide with each other or will lead to inefficient
sampling of system volumes if the barostat is set slow enough
to avoid the instabilities in the incompressible region.

One may also wish to avoid affine transform periodic bound-
ary methods to simulate explicitly nonperiodic systems under
constant pressure conditions. The use of periodic boxes to
enforce a system volume requires either effective solute concen-
trations that are much higher than desirable or unreasonable

system sizes to avoid this effect. For example, calculations using
typical hydration boxes solvating a protein under periodic
boundary conditions are quite expensive. A 62 Å3 box of water
solvating a moderately small protein, like hen egg white lysozyme
(PDB code: 1LYZ), yields an effective protein concentration of
100 mg/mL.8

Total protein concentrations in the cell are typically on the
order of 160�310 mg/mL,9 and individual proteins have con-
centrations orders of magnitude lower than this in the cellular
environment. The effective concentrations of single proteins in
simulations may have significant effects on the structure and
dynamics of simulated systems.
1.1. Boundary Methods. There have been a number of

approaches to handle simulations of explicitly nonperiodic
systems that focus on constant or nearly constant volume
conditions while maintaining bulk-like behavior. Berkowitz and
McCammon introduced a stochastic (Langevin) boundary layer
inside a region of fixed molecules which effectively enforces
constant temperature and volume (NVT) conditions.10 In this
approach, the stochastic and fixed regions were defined relative
to a central atom. Brooks and Karplus extended this method to
include deformable stochastic boundaries.11 The stochastic
boundary approach has been used widely for protein simulations.
The electrostatic and dispersive behavior near the boundary

has long been a cause for concern when performing simulations
of explicitly nonperiodic systems. Early work led to the surface
constrained soft sphere dipole model (SCSSD)12 in which the
surface molecules are fixed in a random orientation representa-
tive of the bulk solvent structural properties. Belch et al.13

simulated clusters of TIPS2 water surrounded by a hydrophobic
bounding potential. The spherical hydrophobic boundary in-
duced dangling hydrogen bonds at the surface that propagated
deep into the cluster, affecting most of the molecules in the
simulation. This result echoes an earlier study which showed that

Received: November 18, 2010
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an extended planar hydrophobic surface caused orientational
preferences at the surface which extended relatively deep (7 Å) into
the liquid simulation cell.14 The surface constrained all-atom solvent
(SCAAS) model15 improved upon its SCSSD predecessor. The
SCAAS model utilizes a polarization constraint which is applied to
the surface molecules to maintain bulk-like structure at the cluster
surface. A radial constraint is used to maintain the desired bulk
density of the liquid. Both constraint forces are applied only to a
predetermined number of the outermost molecules.
Beglov and Roux have developed a boundary model in which the

hard sphere boundary has a radius that varies with the instantaneous
configuration of the solute (and solvent) molecules.16 This model
contains a clear pressure and a surface tension contribution to the
free energy.
1.2. Restraining Potentials. Restraining potentials introduce

repulsive potentials at the surface of a sphere or other geometry.
The solute and any explicit solvent are therefore restrained inside
the range defined by the external potential. Often the potentials
include a weak short-range attraction to maintain the correct
density at the boundary. Beglov and Roux have also introduced a
restraining boundary potential which relaxes dynamically de-
pending on the solute geometry and the force the explicit system
exerts on the shell.17

Recently, Krilov et al. introduced a flexible boundary model
that uses a Lennard-Jones potential between the solvent mole-
cules and a boundary which is determined dynamically from the
position of the nearest solute atom.18,19 This approach allows the
confining potential to prevent solvent molecules from migrating
too far from the solute surface, while providing a weak attractive
force pulling the solvent molecules toward a fictitious bulk
solvent. Although this approach is appealing and has physical
motivation, nanoparticles do not deform far from their original
geometries even at temperatures which vaporize the nearby
solvent. For the systems like this, the flexible boundary model
will be nearly identical to a fixed volume restraining potential.
1.3. Hull Methods. The approach of Kohanoff, Caro, and

Finnis is the most promising of the methods for introducing both
constant pressure and temperature into nonperiodic simulations.20,21

This method is based on standard Langevin dynamics, but the

Brownian or random forces are allowed to act only on peripheral
atoms and exert forces in a direction that is inward-facing relative
to the facets of a closed bounding surface. The statistical
distribution of the random forces are uniquely tied to the
pressure in the external reservoir, so the method can be shown
to sample the isobaric�isothermal ensemble. Kohanoff et al.
used a Delaunay tessellation to generate a bounding surface
surrounding the outermost atoms in the simulated system. This
is not the only possible triangulated outer surface but guarantees
that all of the random forces point inward toward the cluster.
In the following sections, we extend and generalize the

approach of Kohanoff, Caro, and Finnis. The newmethod, which
we are calling the “Langevin Hull” applies the external pressure,
Langevin drag, and random forces on the facets of the hull instead
of the atomic sites comprising the vertices of the hull. This allows
us to decouple the external pressure contribution from the drag
and random force. The methodology is introduced in Section 2,
tests on crystalline nanoparticles, liquid clusters, and heteroge-
neous mixtures are detailed in Section 3. Section 4 summarizes
our findings.

2. METHODOLOGY

The Langevin Hull uses an external bath at a fixed constant
pressure (P) and temperature (T) with an effective solvent
viscosity (η). This bath interacts only with the objects on the
exterior hull of the system. Defining the hull of the atoms in a
simulation is done in a manner similar to the approach of
Kohanoff, Caro, and Finnis.20 That is, any instantaneous config-
uration of the atoms in the system is considered as a point cloud
in three-dimensional space. Delaunay triangulation is used to
finding all facets between coplanar neighbors.22,23 In highly
symmetric point clouds, facets can contain many atoms, but in
all but the most symmetric of cases, the facets are simple triangles
in three-space which contain exactly three atoms.

The convex hull is the set of facets that have no concave
corners at an atomic site.24,25 This eliminates all facets on the
interior of the point cloud, leaving only those exposed to the
bath. Sites on the convex hull are dynamic; as molecules re-enter

Figure 1. Affine scaling methods use box-length scaling to adjust the
volume to under- or overpressure conditions. In a system with a uniform
compressibility (e.g., bulk fluids), these methods can work well. In
systems containing heterogeneous mixtures, the affine scaling moves
required to adjust the pressure in the high-compressibility regions can
cause molecules in low-compressibility regions to collide.

Figure 2. The external temperature and pressure bath interacts only
with those atoms on the convex hull (gray surface). The hull is computed
dynamically at each time step, and molecules can move between the
interior (Newtonian) region and the Langevin Hull.
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the cluster, all interactions between atoms on that molecule and
the external bath are removed. Since the edge is determined
dynamically as the simulation progresses, no a priori geometry is
defined. The pressure and temperature bath interacts only with
the atoms on the edge and not with atoms interior to the
simulation.

Atomic sites in the interior of the simulation move under
standard Newtonian dynamics:

miv� iðtÞ ¼ �riU ð1Þ
wheremi is the mass of site i, vi(t) is the instantaneous velocity of
site i at time t, and U is the total potential energy. For atoms on
the exterior of the cluster (i.e., those that occupy one of the
vertices of the convex hull), the equation of motion is modified
with an external force, Fi

ext:

miv� iðtÞ ¼ �riU þ Fexti ð2Þ
The external bath interacts indirectly with the atomic sites

through the intermediary of the hull facets. Since each vertex (or
atom) provides one corner of a triangular facet, the force on the
facets are divided equally to each vertex. However, each vertex
can participate in multiple facets, so the resultant force is a sum
over all facets f containing vertex i:

Fexti ¼ ∑
facets f containing i

1
3
Fextf ð3Þ

The external pressure bath applies a force to the facets of the
convex hull in direct proportion to the area of the facet, while the
thermal coupling depends on the solvent temperature, viscosity,
and the size and shape of each facet. The thermal interactions are
expressed as a standard Langevin description of the forces:

Fextf ¼ external pressureþ drag forceþ random force

¼ � n̂f PAf � Ξf ðtÞvf ðtÞ þ R f ðtÞ ð4Þ
Here, Af and n̂f are the area and (outward-facing) normal vectors
for facet f, respectively. While vf(t) is the velocity of the facet
centroid:

vf ðtÞ ¼ 1
3 ∑

3

i¼ 1
vi ð5Þ

and Ξf(t) is an approximate (3 � 3) resistance tensor that
depends on the geometry and surface area of facet f and the
viscosity of the bath. The resistance tensor is related to the
fluctuations of the random force, R(t), by the fluctua-
tion�dissipation theorem:

ÆR f ðtÞæ ¼ 0 ð6Þ

ÆR f ðtÞRT
f ðt0Þæ ¼ 2kBTΞf ðtÞδðt � t0Þ ð7Þ

Once the resistance tensor is known for a given facet, a
stochastic vector that has the properties in eq 7 can be calculated
efficiently by carrying out a Cholesky decomposition to obtain
the square root matrix of the resistance tensor:

Ξf ¼ SST ð8Þ
where S is a lower triangular matrix.26 A vector with the statistics
required for the random force can then be obtained by multi-
plying S onto a random three-vector Z, which has elements

chosen from a Gaussian distribution, such that

ÆZiæ ¼ 0, ÆZi 3Zjæ ¼ 2kBT
δt

δij ð9Þ

where δt is the time step in use during the simulation. The
random force, Rf = SZ, can be shown to have the correct
properties required by eq 7.

Our treatment of the resistance tensor is approximate.Ξf for a rigid
triangular plate would normally be treated as a 6 � 6 tensor that
includes translational and rotational drag aswell as translational�rota-
tional coupling.The computationof resistance tensors for rigid bodies
has been detailed elsewhere,27�30 but the standard approach invol-
ving bead approximations would be prohibitively expensive if it were
recomputed at each step in a molecular dynamics simulation.

Instead, we are utilizing an approximate resistance tensor
obtained by first constructing the Oseen tensor for the interac-
tion of the centroid of the facet (f) with each of the subfacets l =
1, 2, 3,

Tl f ¼ Al

8πηRl f
I þ R l fRT

l f

R2
l f

 !
ð10Þ

Here, Al is the area of subfacet l which is a triangle containing
two of the vertices of the facet along with the centroid. R l f is the
vector between the centroid of facet f and the centroid of subfacet
l , I is the (3 � 3) identity matrix, and η is the viscosity of the
external bath.

The tensors for each of the subfacets are added together, and
the resulting matrix is inverted to give a 3 � 3 resistance tensor
for translations of the triangular facet:

Ξf ðtÞ ¼ ∑
3

i¼ 1
Tif

" #�1

ð11Þ

Note that this treatment ignores rotations (and translatio-
nal�rotational coupling) of the facet. In compact systems, the

Figure 3. The resistance tensorΞ for a facet comprising sites i, j, and k is
constructed using Oseen tensor contributions between the centoid of
the facet f and each of the subfacets (i,f,j), (j,f,k), and (k,f,i). The
centroids of the subfacets are located at 1, 2, and 3, and the area of each
subfacet is easily computed using half of the cross product of two of
the edges.
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facets stay relatively fixed in orientation between configurations,
so this appears to be a reasonably good approximation.

We have implemented this method by extending the Langevin
dynamics integrator in our code, OpenMD.31,32 At each molec-
ular dynamics time step, the following process is carried out:
(1) The standard interatomic forces (riU) are computed.
(2) Delaunay triangulation is carried out using the current

atomic configuration.
(3) The convex hull is computed and facets are identified.
(4) For each facet:

(a) The force from the pressure bath (�n̂fPAf) is
computed.

(b) The resistance tensor [Ξf(t)] is computed using the
viscosity (η) of the bath.

(c) Facet drag [� Ξf(t)vf(t)] forces are computed.
(d) Random forces [Rf(t)] are computed using the resis-

tance tensor and the temperature (T) of the bath.
(5) The facet forces are divided equally among the

vertex atoms.
(6) Atomic positions and velocities are propagated.
The Delaunay triangulation and computation of the convex

hull are done using calls to the qhull library.33 There is a minimal
penalty for computing the convex hull and the resistance
tensors at each step in the molecular dynamics simulation
(roughly 0.02 � cost of a single force evaluation), and the
convex hull is remarkably easy to parallelize on distributed
memory machines (see Appendix A).

3. TESTS AND APPLICATIONS

To test the newmethod, we have carried out simulations using
the Langevin Hull on: (1) a crystalline system (gold
nanoparticles), (2) a liquid droplet (SPC/E water),34 and (3) a
heterogeneous mixture (gold nanoparticles in an SPC/E water
droplet). In each case, we have computed properties that depend
on the external applied pressure. Of particular interest for the
single-phase systems is the isothermal compressibility:

kT ¼ � 1
V

DV
DP

� �
T

ð12Þ

One problem with eliminating periodic boundary conditions
and simulation boxes is that the volume of a three-dimensional
point cloud is not well-defined. In order to compute the
compressibility of a bulk material, we make an assumption that
the number density, F = N/V, is uniform within some region of
the point cloud. The compressibility can then be expressed in
terms of the average number of particles in that region:

kT ¼ � 1
N

DN
DP

� �
T

ð13Þ

The region we used is a spherical volume of 20 Å radius centered
in the middle of the cluster with a roughly 25 Å radius. N is the
average number of molecules found within this region through-
out a given simulation. The geometry of the region is arbitrary,
and any bulk-like portion of the cluster can be used to compute
the compressibility.

One might assume that the volume of the convex hull could
simply be taken as the system volume V in the compressibility
expression (eq 12), but this has implications at lower pressures
(which are explored in detail in the section on water droplets).

The metallic force field in use for the gold nanoparticles is the
quantum Sutton�Chen (QSC) model.35 In all simulations
involving point charges, we utilized damped shifted force
(DSF) electrostatics,36 which is a variant of the Wolf
summation37 that has been shown to provide good forces and
torques on molecular models for water in a computationally
efficient manner.36 The damping parameter (R) was set to
0.18 Å�1, and the cutoff radius was set to 12 Å. The Spohr
potential was adopted in depicting the interaction between metal
atoms and the SPC/E water molecules.38

3.1. Bulk Modulus of Gold Nanoparticles. The compressi-
bility (and its inverse, the bulk modulus) is well-known for gold
and is captured well by the embedded atom method (EAM)39

potential and related multibody force fields. In particular, the
quantum Sutton�Chen (SC) potential gets nearly quantitative
agreement with the experimental bulk modulus values andmakes
a good first test of how the Langevin Hull will perform at large
applied pressures.
The SC potentials are based on a model of a metal which treats

the nuclei and the core electrons as pseudoatoms embedded in
the electron density due to the valence electrons on all of the
other atoms in the system.40 The SC potential has a simple form
that closely resembles the Lennard-Jones potential:

Utot ¼ ∑
i

1
2∑j 6¼i

DijV
pair
ij ðrijÞ � ciDii

ffiffiffiffi
Fi

p
2
4

3
5 ð14Þ

where Vij
pair and Fi are given by

Vpair
ij ðrÞ ¼ Rij

rij

 !nij

, Fi ¼ ∑
j 6¼i

Rij

rij

 !mij

ð15Þ

Vij
pair is a repulsive pairwise potential that accounts for interac-

tions between the pseudoatom cores. The (Fi)1/2 term in eq 14 is
an attractive many-body potential that models the interactions
between the valence electrons and the cores of the pseudoatoms.
Dij and Dii set the appropriate overall energy scale, ci scales the
attractive portion of the potential relative to the repulsive
interaction, and Rij is a length parameter that assures a dimen-
sionless form for F. These parameters are tuned to various
experimental properties, such as the density, cohesive energy,
and elastic moduli for FCC transition metals. The QSC formula-
tion matches these properties while including zero-point quan-
tum corrections for different transition metals.35,41

In bulk gold, the experimentally measured value for the bulk
modulus is 180.32 GPa, while previous calculations on the QSC
potential in periodic boundary simulations of the bulk crystal
have yielded values of 175.53 GPa.41 Using the same force field,
we have performed a series of 1 ns simulations on gold
nanoparticles of three different radii: 20 Å (1985 atoms), 30 Å
(6699 atoms), and 40 Å (15707 atoms) utilizing the Langevin
Hull at a variety of applied pressures ranging from 0 to 10 GPa.
For the 40 Å radius nanoparticle we obtain a value of 177.55 GPa
for the bulk modulus of gold, in close agreement with both
previous simulations and the experimental bulk modulus re-
ported for gold single crystals.42 The smaller gold nanoparticles
(30 and 20 Å radii) have calculated bulk moduli of 215.58 and
208.86 GPa, respectively, indicating that smaller nanoparticles
are somewhat stiffer (less compressible) than the larger nano-
particles. This stiffening of the small nanoparticles may be related
to their high degree of surface curvature, resulting in a lower
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coordination number of surface atoms relative to the surface
atoms in the 40 Å radius particle.
We obtain a gold lattice constant of 4.051 Å using the Langevin

Hull at 1 atm, close to the experimentally determined value for
bulk gold and the value for gold simulated using the QSC
potential and periodic boundary conditions (4.079 Å and
4.088 Å, respectively).41 The slightly smaller calculated lattice
constant is most likely due to the presence of surface tension in
the nonperiodic Langevin Hull cluster, an effect absent from a
bulk simulation. The specific heat of a 40 Å gold nanoparticle
under the Langevin Hull at 1 atm is 24.914 J/mol K, which
compares very well with the experimental value of 25.42 J/mol K.
We note that the Langevin Hull produces rapidly converging

behavior for structures that are started far from equilibrium. In
Figure 4 we show how the pressure and temperature respond to
the Langevin Hull for nanoparticles that were initialized far from
the target pressure and temperature. As expected, the rate at
which thermal equilibrium is achieved depends on the total
surface area of the cluster exposed to the bath as well as the bath
viscosity. Pressure that is applied suddenly to a cluster can excite
breathing vibrations, but these rapidly damp out (on time scales
of 30�50 ps).
3.2. Compressibility of SPC/E Water Clusters. Prior molec-

ular dynamics simulations on SPC/E water (both in NVT43 and
NPT44,45 ensembles) have yielded values for the isothermal
compressibility that agree well with experiment.46 The results
of two different approaches for computing the isothermal
compressibility from Langevin Hull simulations for pressures
between 1 and 3000 atm are shown in Figure 5 along with
compressibility values obtained from both other SPC/E simula-
tions and experiment..
Isothermal compressibility values calculated using the number

density (eq 13) expression are in good agreement with experi-
mental and previous simulation work throughout the 1�1000

atm pressure regime. Compressibilities computed using the Hull
volume, however, deviate dramatically from the experimental
values at low applied pressures. The reason for this deviation is
quite simple: At low applied pressures, the liquid is in equilibrium
with a vapor phase, and it is entirely possible for one or a few
molecules to drift away from the liquid cluster (see Figure 6). At
low pressures, the restoring forces on the facets are very gentle,
and this means that the hulls often take on relatively distorted
geometries, which include large volumes of empty space.
At higher pressures, the equilibrium strongly favors the liquid

phase, and the hull geometries are much more compact. Because
of the liquid�vapor effect on the convex hull, the regional
number density approach (eq 13) provides more reliable esti-
mates of the compressibility.

Figure 5. Compressibility of SPC/E water.

Figure 4. The response of the internal pressure and temperature of gold nanoparticles when first placed in the Langevin Hull (Tbath = 300 K, Pbath = 4
GPa), starting from initial conditions that were far from the bath pressure and temperature. The pressure response is rapid (after the breathing mode
oscillations in the nanoparticle die out), and the rate of thermal equilibration depends on both the exposed surface area (top panel) and the viscosity of
the bath (middle panel).
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In both the traditional compressibility formula (eq 12) and the
number density version (eq 13), multiple simulations at different
pressures must be done to compute the first derivatives. It is also
possible to compute the compressibility using the fluctuation
dissipation theorem using either fluctuations in the volume:47

kT ¼ ÆV 2æ� ÆV æ2

VkBT
ð16Þ

or, equivalently, fluctuations in the number of molecules within
the fixed region:

kT ¼ ÆN2æ� ÆNæ2

NkBT
ð17Þ

Thus, the compressibility of each simulation can be calculated
entirely independently from other trajectories. Compressibility
calculations that rely on the hull volume will still suffer the effects
of the empty space due to the vapor phase. For this reason, we
recommend using the number density (eq 13) or number density
fluctuations (eq 17) for computing compressibilities. We ob-
tained the results in Figure 5 using a sampling radius that was
approximately 80% of the mean distance between the center of
mass of the cluster and the hull atoms. This ratio of sampling
radius to average hull radius excludes the problematic vapor
phase on the outside of the cluster, while including enough of the
liquid phase to avoid poor statistics due to fluctuating local
densities.
A comparison of the oxygen�oxygen radial distribution func-

tions for SPC/E water simulated using both the Langevin Hull
and the more traditional periodic boundary methods—both at 1
atm and 300K—reveals an understructuring of water in the
Langevin Hull that manifests as a slight broadening of the
solvation shells. This effect may be due to the introduction of a
liquid�vapor interface in the Langevin Hull simulations (an
interface which is missing in most periodic simulations of bulk
water). Vapor-phase molecules contribute a small but nearly flat
portion of the radial distribution function.

3.3. Molecular Orientation Distribution at Cluster Bound-
ary. In order for a nonperiodic boundary method to be widely
applicable, it must be constructed in such a way that they allow a
finite system to replicate the properties of the bulk. Early
nonperiodic simulation methods (e.g., hydrophobic boundary
potentials) induced spurious orientational correlations deep
within the simulated system.13,14 This behavior spawned many
methods for fixing and characterizing the effects of artificial
boundaries, including methods which fix the orientations of a set
of edge molecules.12,15

As described above, the Langevin Hull does not require that
the orientation of molecules be fixed nor does it utilize an

Figure 6. At low pressures, the liquid is in equilibrium with the vapor
phase, and isolated molecules can detach from the liquid droplet. This is
expected behavior, but the volume of the convex hull includes large
regions of empty space. For this reason, compressibilities are computed
using local number densities rather than hull volumes.

Figure 7. Distribution of cos θ values for molecules on the interior of
the cluster (squares) and for those participating in the convex hull
(circles) at a variety of pressures. The Langevin Hull exhibits minor
dewetting behavior with exposed oxygen sites on the hull water
molecules. The orientational preference for exposed oxygen appears
to be independent of applied pressure.

Figure 8. Density profiles of gold and water at the nanoparticle surface.
Each curve has been normalized by the average density in the bulk-like
region available to the corresponding material. Higher applied pressures
destructure both the gold nanoparticle surface and the water at the
metal/water interface.
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explicitly hydrophobic boundary or orientational or radial con-
straints. Therefore, the orientational correlations of the mol-
ecules in water clusters are of particular interest in testing this
method. Ideally, the water molecules on the surfaces of the
clusters will have enough mobility into and out of the center of
the cluster to maintain bulk-like orientational distribution in the
absence of orientational and radial constraints. However, since
the number of hydrogen-bonding partners available to molecules
on the exterior is limited, it is likely that there will be an effective
hydrophobicity of the hull.
To determine the extent of these effects, we examined the

orientations exhibited by SPC/E water in a cluster of 1372
molecules at 300 K and at pressures ranging from 1 to 1000 atm.
The orientational angle of a water molecule is described by

cos θ ¼ rBi 3 μBi

j rBijjμBij
ð18Þ

where rBi is the vector between molecule i’s center of mass and
the cluster center of mass, and μBi is the vector bisecting the
H�O�Hangle of molecule i. Bulk-like distributions will result in
Æcos θæ values close to zero. If the hull exhibits an overabundance
of externally oriented oxygen sites, then the average orientation
will be negative, while dangling hydrogen sites will result in
positive average orientations.
Figure 7 shows the distribution of cos θ values for molecules in

the interior of the cluster (squares) and for molecules included in
the convex hull (circles).
As expected, interior molecules (those not included in the

convex hull) maintain a bulk-like structure with a uniform
distribution of orientations. Molecules included in the convex
hull show a slight preference for values of cos θ < 0. These values
correspond to molecules with oxygen directed toward the
exterior of the cluster, forming dangling hydrogen-bond
acceptor sites.
The orientational preference exhibited by water molecules on

the hull is significantly weaker than the preference caused by an
explicit hydrophobic bounding potential. Additionally, the Lan-
gevin Hull does not require that the orientation of any molecules
be fixed in order to maintain bulk-like structure, even near the
cluster surface.
Previous molecular dynamics simulations of SPC/E liquid/

vapor interfaces using periodic boundary conditions have shown
that molecules on the liquid side of the interface favor a similar
orientation, where oxygen is directed away from the bulk.48

These simulations had well-defined liquid- and vapor-phase

regions equilibrium, and it was observed that vapor molecules
generally had one hydrogen protruding from the surface, forming
a dangling hydrogen-bond donor. Our water clusters do not have
a true vapor region but rather a few transient molecules that leave
the liquid droplet (and which return to the droplet relatively
quickly). Although we cannot obtain an orientational preference
of vapor-phase molecules in a Langevin Hull simulation, we do
agree with previous estimates of the orientation of liquid-phase
molecules at the interface.
3.4. Heterogeneous Nanoparticle/Water Mixtures. To

further test the method, we simulated gold nanoparticles (r =
18 Å, 1433 atoms) solvated by explicit SPC/E water clusters
(5000 molecules) using a model for the gold/water interactions
that has been used byDou et al. for investigating the separation of
water films near hot metal surfaces.38 The Langevin Hull was
used to sample pressures of 1, 2, 5, 10, 20, 50, 100, and 200 atm,
while all simulations were done at a temperature of 300 K. At
these temperatures and pressures, there is no observed separa-
tion of the water film from the surface.
In Figure 8 we show the density of water and gold as a function

of the distance from the center of the nanoparticle. Higher
applied pressures appear to destroy structural correlations in
the outermost monolayer of the gold nanoparticle as well as in
the water near the metal/water interface. Simulations at in-
creased pressures exhibit significant overlap of the gold and
water densities, indicating a less well-defined interfacial surface.
At even higher pressures (500 atm and above), problems with

the metal�water interaction potential became quite clear. The
model we are using appears to have been parametrized for
relatively low pressures; it utilizes both shifted Morse and
repulsive Morse potentials to model the Au/O and Au/H
interactions, respectively. The repulsive wall of the Morse
potential does not diverge quickly enough at short distances to
prevent water from diffusing into the center of the gold nano-
particles. This behavior is likely not a realistic description of the
real physics of the situation. A better model of the gold�water
adsorption behavior would require harder repulsive walls to
prevent this behavior.

4. DISCUSSION

The LangevinHull samples the isobaric�isothermal ensemble
for nonperiodic systems by coupling the system to a bath
characterized by pressure, temperature, and solvent viscosity.
This enables the simulation of heterogeneous systems composed
of materials with significantly different compressibilities. Because

Figure 9. When the sites are distributed among many nodes for parallel computation, the processors first compute the convex hulls for their own sites
(dashed lines in left panel). The positions of the sites that make up the subset hulls are then communicated to all processors (middle panel). The convex
hull of the system (solid line in right panel) is the convex hull of the points on the union of the subset hulls.
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the boundary is dynamically determined during the simulation
and the molecules interacting with the boundary can change, the
method inflicts minimal perturbations on the behavior of mole-
cules at the edges of the simulation. Further work on this method
will involve implicit electrostatics at the boundary (which is
missing in the current implementation) as well as more sophis-
ticated treatments of the surface geometry (R shapes25,49 and
tight Cocone).50 The nonconvex hull geometries are significantly
more expensive [(ON2)] than the convex hull [O (N logN)] but
would enable the use of hull volumes directly in computing the
compressibility of the sample.

’APPENDIX A: COMPUTING CONVEX HULLS ON
PARALLEL COMPUTERS

In order to use the Langevin Hull for simulations on parallel
computers, one of the more difficult tasks is to compute the
bounding surface, facets, and resistance tensors when the in-
dividual processors have incomplete information about the entire
system’s topology. Most parallel decomposition methods assign
primary responsibility for the motion of an atomic site to a single
processor, and we can exploit this to efficiently compute the
convex hull for the entire system.

The basic idea involves splitting the point cloud into spatially
overlapping subsets and computing the convex hulls for each of
the subsets. The points on the convex hull of the entire system
are all present on at least one of the subset hulls. The algorithm
works as follows:
(1) Each processor computes the convex hull for its own

atomic sites (left panel in Figure 9).
(2) TheHull vertices from each processor are communicated

to all of the processors, and each processor assembles a
complete list of hull sites (this is much smaller than the
original number of points in the point cloud).

(3) Each processor computes the global convex hull (right
panel in Figure 9) using only those points that are the
union of sites gathered from all of the subset hulls.
Delaunay triangulation is then done to obtain the facets
of the global hull.

The individual hull operations scale withO [(n/p) log (n/p)],
where n is the total number of sites, and p is the number of
processors. These local hull operations create a set of p hulls, each
with approximately n/3(pr) sites for a cluster of radius r. The
worst-case communication cost for using a “gather” operation to
distribute this information to all processors is O [R(p � 1) þ
nβ(p� 1)/3rp2], while the final computation of the system hull
scales as O [(n/3r) log (n/3r)].

For a large number of atoms on a moderately parallel machine,
the total costs are dominated by the computations of the
individual hulls, and communication of these hulls to create
the Langevin Hull sees roughly linear speed-up with increasing
processor counts.
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ABSTRACT: A multiscale approach with roots in electronic structure calculations relies on the good description of intermolecular
forces. In this study we lay the foundations for a condensed phase treatment based on the electronic structure of hydrogen fluoride
on a very high level of theory. This investigation comprises cluster calculations in a static quantum chemical approach employing
density functional theory, second order Møller�Plesset perturbation theory (MP2) and the coupled cluster singles, doubles with
perturbative triples method in combination with several basis sets as well as at the complete basis set limit. The clusters we
considered are up to 12 monomer units large and consist of ring and chain structures. We find a good agreement of the
intramolecular distance obtained from the MP2 approach and the largest basis set. The binding energy of the hydrogen fluoride
dimer calculated from coupled cluster at the basis set limit agrees excellently with experiment, whereas the calculated frequencies at
all levels agree reasonably well with different experimental values. Large cooperative effects are observed for the ring structures as
compared to the chain clusters. The energy per monomer unit indicates the most stable structures to be the ring clusters.

1. INTRODUCTION

Cluster structure calculations of associated compounds in
terms of quantum chemical first principles methods are an
established concept for gaining detailed information about the
intermolecular interactions between the constituting molecules
and the identification of local ordering patterns possibly relevant
for the condensed phase as well.1�3 Thus, such calculations can
constitute a scale-transferring approach if something about the
condensed phase should be learned. Typical objectives addressed
by such an ab initio treatment of isolated cluster structures are the
analysis of hydrogen bonding and cooperative effects on the basis
of sophisticated electronic structure methods.

Small- to medium-sized hydrogen fluoride (HF) clusters
constitute a particular suitable system for such studies due to
the small size of the molecule and the generic character of the
FH 3 3 3 F hydrogen bond.

3�7 The methods employed in many of
these studies are often based on density functional theory (DFT)
approaches or second orderMøller�Plesset perturbation (MP2)
theory, whereas a more elaborate treatment of electron correla-
tion is rarely applied for systems larger than the HF monomer or
dimer.3,4,8�15

An extensive study by Maerker et al. demonstrates that many
structural quantities are well reproduced by DFT methods
(particular hybrid functionals), but in general these approaches
are not capable to obtain the accuracy of a post Hartree�Fock
treatment in combination with large basis sets.3 A good agree-
ment between structural results obtained from hybrid DFT
calculations and experimental data was also reported by Guedes
et al., but the interaction energies calculated for larger clusters
were found to overestimate the experimental references.7 Addi-
tional examinations of cooperative effects in HF clusters have
been carried out in terms of a simple relation between computed
interaction energies and the cluster size. The largest cooperative
effects were found for the cyclic trimer and tetramer structures.7

Similar results were also reported for MP2 computations on
small- to medium-sized HF clusters, and it has been stated that
such nonadditive contributions in the intermolecular interac-
tions are important for a proper treatment of HF in the
condensed phase as well.5,16

In addition, isolated cluster calculations (and the correspond-
ing energies) are frequently employed for the generation or
modification of analytical force fields used in sampling methods,
like traditional molecular dynamics simulations or Monte Carlo
studies.16�26 In the case of liquid HF, the design of such force
fields on the basis of ab initio calculations (or experimental data)
proved to be difficult, which is not necessarily to be expected due
to the putative simplicity of this molecule.16,20,23 Several experi-
mental and first principles molecular dynamics studies indicate
that there is an abundance of staggered linear chains in the liquid
phase of HF and that the distance between these chains is
relatively large.27,28 It has been stated that this local inhomo-
geneity in the intermolecular interactions (i.e., the difference
between F�F intrachain and F�F interchain distances) largely
contributes to the difficulties arising in the force field design.20

The local bend structure found in the HF dimer (and also in the
staggered chains) is known to be a result of the permanent
multipole interactions between the hydrogen-bonded monomer
units.29 Such interactions are expected to be well captured in
isolated cluster calculations and can be easily accounted for in
analytical force fields. However, the weak interactions arising
between HF molecules from different chains have been found to
influence the density of the liquid phase to a considerable extend,
which is the reason why these medium-range forces also have to
be considered in the design of a force field and for the computa-
tional treatment of liquid HF in general. In the case of isolated
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cluster studies such effects are only partly accounted for, but a
more extended treatment of such intercluster effects is possi-
ble in the frame of the quantum cluster equilibrium (QCE)
approach.30,32 The QCE method is in principle a multilevel or
multiscale approach, because it combines static isolated mole-
cule, i.e., quantum chemical, calculations with basic statistical
mechanics in order to predict thermodynamics of the condensed
phase. Therefore, it is possible to apply high-level electronic
structure methods to the condensed phase.

The present study gives a detailed analysis of small- to
medium-sized isolated cluster structures (HF)n (n e 12) on
the basis of high-quality coupled cluster methods, which have not
been applied to HF clusters of this size before. The effect of the
basis set size is investigated in terms of a complete basis set
(CBS) extrapolation and compared to numbers obtained from
DFT calculations.

The question whether ring structures play a significant role
in liquid HF besides chain structures has been previously
addressed in several experimental as well as theoretical
studies.16,19,20,27,28,33�36 Whereas ab initio molecular dynamics
simulations indicate a predominance of chain-like structures in
liquid HF at ambient as well as supercritical states,16,35,36 experi-
mental studies do not definitely attest this observation but rather
assume an equality between the structure of the solid (parallel
zigzag chains) and the structure of the liquid.33 A recent first
principles Monte Carlo study of the HF vapor phase indicates
that for smaller aggregates (between three to six monomers) the
cyclic arrangement is of increased importance and that the bulk
vapor phase also contains a considerable amount of noncyclic
structures.26,37 These findings are in contrast to earlier measure-
ments in which the vapor phase was found to consist solely of
cyclic clusters.38,39 In addition, experimental investigations of the
liquid phase explicitly discuss the occurrence of cyclic species and
highlight that cooperative effects, which are assumed to play only
a minor role in the liquid as compared to the gas phase, could
as well seriously affect the liquid phase structures of strongly
associated liquids, such as water or HF.27 In order to account for
both structural motifs, clusters of chain- and ring-like geometry
have been calculated for a subsequent QCE application.

The results of this study form the ab initio part of a multiscale
approach toward the determination of (macroscopic) thermo-
dynamic properties of liquid HF in terms of the QCEmodel over
a large temperature domain, which will be presented in the
second part of this study. In this way, a sophisticated post
Hartree�Fock treatment of the condensed phase is possible,
and the effect of electron correlation on thermodynamic proper-
ties of the condensed phase can be investigated in detail.

The study is organized as follows. First, the computational
details of the cluster calculations are summarized with special
regard to the coupled cluster calculations and the incremental
scheme applied for the larger cluster structures. The following
section introduces the set of investigated clusters and sum-
marizes the results obtained for geometries and energies. A
comparison between calculated harmonic frequencies and an-
harmonic as well as experimental frequencies is presented next.
The paper closes with a discussion of the results and a conclusion.

2. THEORY

2.1. Computational Details. In order to evaluate molecular
properties of the different clusters their geometries, harmonic
frequencies, and interaction energies have to be computed. The

intracluster interaction energies EintraP are obtained according to
the supramolecular approach:

EintraP ¼ EP � iðP ÞE1 ð1Þ
where EP and E1 denote the total energies of the clusters
containing iP monomers and the corresponding monomer in
its relaxed geometry, respectively (adiabatic interaction energy).
For the determination of cluster interaction energies according
to eq 1, structure optimizations were performed employing
DFT as well as MP2 theory with the resolution of identity
(RI) procedure.40 Interaction energies have not been corrected
for the zero-point energy. The program packages used for the
actual ab initio calculations were TURBOMOLE 5.91 and
associated programs.41 For DFT calculations, the gradient-cor-
rected functionals B-P86 and PBE were employed in combina-
tion with the TZVP basis set as well as the RI technique, whereas
MP2 calculations were carried out for the TZVP and QZVP
basis sets.42�48 In order to obtain accurate structures for the
CCSD(T) single point calculations (see Section 2.2), the con-
vergence criterion for the MP2/QZVP optimization was set to
10�5 atomic units for the norm of the Cartesian gradient. These
data will be abbreviated as MP2/QZVP* or as the basis set
QZVP* only. The retrieved cluster interaction energies were
counterpoise (CP) corrected by the generalization of the Boys
and Bernardi scheme as introduced by Wells and Wilson.49,50

The other binding energies being relevant for the QCE calcula-
tions are the binding energy per hydrogen bond:

EintraP , hbond ¼ EintraP =nhbond ð2Þ
with nhbond being the number of hydrogen bonds in the cluster.
For the determination of the harmonic frequencies, the

SNF program package was employed after the electronic
structure calculations were carried out.51 The SNF program
computes frequencies on the basis of the harmonic approx-
imation as numerical derivatives of the analytic gradients
provided by the structure optimization. All harmonic frequen-
cies entered the vibrational partition function unscaled. We
neglected anharmonic effects. Such effects, for example,
nuclear quantum effects for the proton transfer or isotope
effects, have been broadly studied by the group of Hammes-
Schiffer.52�54

2.2. Computational Details of Coupled Cluster Calcula-
tions. The coupled cluster singles and doubles with perturbative
triples CCSD(T) energies were calculated with the MOLPRO
quantum chemistry package55�57 using the aug-cc-pVXZ (X =T,
Q, 5) basis sets.58,59 For the larger clusters the incremental
scheme60 had to be applied in order to keep the calculations in
the aug-cc-pVQZ basis feasible (756, 1008, 1512 basis functions
in C1 symmetry). Here the total correlation energy is obtained
from correlation calculations in small domains. In order to
account for the nonadditive effects, one has to calculate correla-
tion contributions from pairs, triples, and so on, of domains until
the desired accuracy is reached. The total correlation energy is
then obtained by the incremental series:

Ecorr ¼ ∑
i
Δεi þ 1

2!∑ij
Δεij þ 1

3!∑ijk
Δεijk þ ... ð3Þ

Δεi ¼ εi, Δεij ¼ εij �Δεi �Δεj
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where εi is the correlation energy of the i-th domain and Δεij is
the two-body correction to the correlation energy for the do-
mains i and j together.
The calculations were performed with the fully automated

implementation of the incremental scheme61,62 using the do-
main-specific basis set approach.63,64 The incremental expansion
was truncated at third order, the domain size parameter was set to 4
orbitals, and the connectivity parameter was set to 3 Bohr in order
to obtain whole HF molecules as one-site domains. The order-
dependent energy convergence threshold65 for the accuracy of the
coupled cluster calculations in the domains was set to 10�6 Eh. The
parameter to determine the environment of a domain (tmain)

63,64

was set to 3 Bohr. In the environment of a domain the basis set of
the hydrogens was reduced to STO-3G and to 6-31G66 for fluorine.
In all calculations the frozen core approximation was applied to the
1s orbitals of fluorine. For R8a and R26 (see Figure 2) an order-
dependent distance screening with tdist = 30/(O i � 1)2 Bohr was
applied for the two- and three-body increments, where O i is the
order of the increment.63,62

The extrapolation to the basis set limit was performed with the
two point scheme of Halkier and Helgaker et al.67 For the small
clusters we performed additional explicitly correlated MP2 and
CCSD(T) calculations with the TURBOMOLE 6.2 package68,69

using the cc-pVQZ-F12 basis set of Peterson et al.70 with the
corresponding CABS71 and the aug-cc-pwCV5Z basis set for
density fitting.72 Furthermore the Ansatz 2 was employed together
with the approximation B and the fixed amplitudes formulation.73

The exponent of the correlation factor74 that determines the F12
basis was set to the recommended value of 1.1a0

�1. The Har-
tree�Fock energies were corrected with the CABS singles.75

3. RESULTS

3.1. Benchmarking the Accuracy. The CCSD(T) adiabatic
interaction energies have to be calculated using large basis sets,

including diffuse functions, to obtain the required accuracy. On
the other hand the calculations still have to be feasible for the
large clusters, which limits the basis set to aug-cc-pVQZ. In order
to improve the accuracy of the coupled cluster energies, we use
the 34 extrapolation to the basis set limit. This procedure was
recently used to benchmark interaction energies for hydrogen
bonds in DNA base pairs.76 However, to validate this procedure
for HF clusters, we investigate the HF dimer with the aug-cc-
pVXZ basis set series (X =D, T, Q, 5, 6) in combination with two
point extrapolations67,77,78 from 23 to 56 (Table 1). Such
extrapolations using extended basis sets are frequently used to
benchmark the explicitly correlated F12 methods.68,79 To obtain
a further theoretical reference, we calculated the MP2-F12 and
CCSD(T)(F12) adiabatic interaction energies for the cc-pVXZ-
F1270 (X = D, T, Q) basis set series including counterpoise
correction. Since the HF dimer was intensively studied in the
past,3,4,80�82,8,83 we can furthermore use the adiabatic interac-
tion energies of the dimer to validate the accuracy of the 34
extrapolation.
The convergence of the adiabatic interaction energies with

respect to the basis set is given in Figure 1. The non-CP-corrected
curve converges frombelow to theCBS limit and theCP-corrected
curve converges from above for MP2 and for CCSD(T), as
expected from theory. Furthermore the two-point extrapolated
adiabatic interaction energies are in between the two bounds

Table 1. CCSD(T) and MP2 Adiabatic Interaction Energies
EintraP for the HF Dimer Using Different Basis Sets of the aug-
cc-pVXZ Seriesa

SCF MP2 CCSD(T)

basis EintraP CP EintraP CP EintraP CP

TZVP �17.52 1.02 �20.10 3.11

QZVP* �14.85 0.30 �19.65 1.84

aug-cc-pVDZ �15.44 1.05 �19.58 2.96 �20.15 3.40

aug-cc-pVTZ �14.81 0.50 �19.69 2.06 �20.21 2.18

aug-cc-pVQZ �14.76 0.23 �19.38 1.10 �19.77 1.00

aug-cc-pV5Z �14.57 0.03 �19.15 0.68 �19.46 0.53

aug-cc-pV6Z �14.54 0.00 �18.95 0.40 �19.27 0.27

cc-pVDZ-F12b �14.64 0.18 �18.55 1.09 �18.71 1.33

cc-pVTZ-F12b �14.63 0.10 �18.80 0.40 �19.18 0.55

cc-pVQZ-F12b �14.57 0.02 �18.77 0.14 �19.16 0.19

extrapolation

CBS(23) �19.99 �20.50

CBS(34) �19.19 �19.48

CBS(45) �19.12 �19.35

CBS(56) �18.71 �19.05
aCP denotes counterpoise correction. All energies in kJ/mol.
b SCFþCABS singles, MP2-F12, and CCSD(T)(F12) energies.

Figure 1. Convergence of the adiabatic interaction energies EintraP for
MP2 and CCSD(T) with respect to the basis set. The explicitly
correlated MP2-R12 and CCSD(T)-R12 values were taken from ref 4.
The CCSD(T)(F12) and MP2-F12 energies were calculated with the
cc-pVXZ-F12 basis sets using the recommended γ of 0.9, 1.0, and 1.1
a0

�1, respectively. Additionally the CABS singles correction has been
included.
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except for the 23 extrapolated MP2 and CCSD(T) energies.
Comparing the non-CP-corrected interaction energies in Table 1
with the R12 results of Klopper et al.4 (MP2-R12/A, �18.89
kJ/mol; MP2-R12/B, �19.12 kJ/mol; CCSD(T)-R12, �19.26
kJ/mol), we find a good agreement with our calculations using the
quintuple- or hextuple-ζ basis sets. Also the estimate for the
complete basis set limit of�19.1 kJ/mol for CCSD(T) agrees very
well with our 56-extrapolated value of �19.05 kJ/mol. Further-
more this value compares very well to the value extracted from the
experimentalD0 ofMiller84 (�19.1 kJ/mol) and is consistent with
the previous work of Pine and Howard (�19.08 kJ/mol).85

Considering the calculations of Boese et al.,86 we find a good
agreement to the nonrelativistic frozen core interaction energies of
�19.11 kJ/mol. However, the interaction energy changes by a few
tenths of a kJ/mol (0.29, �0.33 kJ/mol) by correlating all
electrons and by including relativistic effects.86 Since these effects
have the same order of magnitude but different signs it is evident
that the good agreement of the nonrelativistic 56-extrapolated
frozen core CCSD(T) energy with the experimental result is due
to a cancellation of both effects. On the other hand both effects are
small, and therefore they are neglected. Comparing the 34-
extrapolated energies with the best estimate of this work we find
a difference of only 0.43 kJ/mol, which is an error on the same
order of the frozen core approximation or relativistic effects. This
error is smaller than the error of the applied DFT methods with
�1.11 and 3.35 kJ/mol for B-P86 and PBE, respectively. Please
note that the results of the explicitly correlated MP2 and CCSD-
(T) using the cc-pVQZ-F12 basis set agree very well to our
CBS(56). Since the CP correction is small (0.14 kJ/mol for MP2,
0.19 kJ/mol for CCSD(T)) this holds for the CP-corrected and
the uncorrected adiabatic interaction energy. To obtain higher
accuracy one has to include other effects, like core correlation or
relativistic effects as well, which is beyond the scope of this work.
Based on the considerations above, we conclude that the 34-
extrapolated energies are sufficiently accurate for our purposes.
3.2. Systems Investigated. The present cluster sizes (HF)n

vary from n=1 for themonomer to n=12 for the dimer of the cyclic
hexamer as the largest cluster similar as in previous studies.3,21,35,87

For a complete overview of the investigated clusters cf. Figure 2. In
order to characterize the stationary points illustrated in Figure 2, the
eigenvalues of the Hessian were examined. From these it is found
that all structures are true minima on the corresponding potential
energy surfaces (PES) with the exception of R6a (transition state
per B-P86/TZVP) and C6 (third-order saddle point per MP2/
QZVP). The C10 cluster is a minimum only for the MP2/TZVP
method, and C12 is found to be a minimum in case of the MP2/
TZVP and B-P86/TZVP calculations. It should be noted that in
contrast to the finite-temperature first principles Monte Carlo
sampling of ref 37, no branched cluster structures were investigated
in the zero Kelvin cluster optimizations of the present study.
3.3. Geometries.The geometric parameters (hydrogen bond)

for all examined clusters are given in Tables 2�4.
The r(HF) distance of the monomer amounts 91.627 pm for

MP2/QZVP, 91.627 pm for MP2/QZVP*, 92.159 pm for MP2/
TZVP, 93.270 pm for B-P86/TZVP, and 93.246 pm for PBE/
TZVP. Obviously both MP2/QZVP results compare best to the
experimental value 91.680 pm given in ref 20. There are some
values for the HF monomer equilibrium distance based on high-
level quantum chemical calculations in the literature, yielding
values of 91.69,8891.70,89 and 91.708 pm.90 The authors of the
first two studies point out that in the case of HF, the good
performance of the CCSD(T) approach in combination with
medium-sized basis sets stems from an error cancellation be-
tween basis set truncation and truncation of the excitation level in
the applied coupled cluster methodology. A similar situation is
found for theMP2 equilibrium distances listed in ref 89. Whereas
many values obtained from the conventional MP2 calculation in
combination with medium-sized basis sets are within∼0.1 pm of
the experimental result, somewhat larger discrepancies are found
for the MP2-R12 approach, i.e., for taking a substantial step
toward basis set saturation. Thus, the best estimate of 91.627 pm
(MP2/QZVP) from our calculations could benefit from a similar
error cancellation as well and thereby approach the experimental
reference as close as 0.06 pm.

Figure 2. HF clusters investigated in the present study. Depicted are the
MP2/TZVP optimized structures. First character R denotes a ring
structure and first character C a chain structure. Please note that there
is a boat-like (R6a) and a chair-like (R6b) conformation of the hexamer
ring cluster.

Table 2. Average Interatomic Distances r and Angles a of All
Investigated Clusters for the MP2 Electronic Structure
Methodsa

MP2

TZVP QZVP

cluster r(HF) r(H 3 3 3 F) r(FF) a(FHF) r(HF) r(H 3 3 3 F) r(FF) a(FHF)

C2 92.7 184.8 276.5 169.8 92.2 181.2 272.6 170.7

C3 92.9 176.4 269.3 175.7 92.5 173.8 266.4 175.8

C6 93.7 165.9 259.8 179.3 93.2 164.5 258.0 179.0

C10 94.3 160.6 255.0 179.0 � � � �
C12 94.5 159.2 253.8 178.9 � � � �

R3 93.6 181.5 262.9 143.9 93.4 175.6 259.1 147.3

R4 94.8 161.1 252.9 161.7 94.5 158.8 251.2 164.7

R6a 95.4 153.4 248.6 175.7 94.9 152.8 247.6 177.6

R6b 95.4 153.4 248.6 175.7 95.0 152.7 247.6 176.7

R8a 95.5 152.2 247.6 176.4 95.0 152.2 247.1 177.8

R8b 95.5 152.3 247.8 176.5 95.0 152.1 247.1 177.6

R26 95.5 153.7 248.9 174.9 95.5 153.6 248.8 174.9
aAll distances in pm and angles in degrees.
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For all methods we observe an increase in the intramolecular
HF distance the larger the clusters are, which is also found in
finite-temperature first principles calculations.37 Furthermore,
this bond elongation is stronger for the cyclic structures than for
the linear geometries. The hydrogen-bond distances become
smaller the larger the clusters are, and they are smaller in cyclic
structures than in linear geometries. Both of these observations
point to the fact that the hydrogen bonds are stronger with
increasing number of monomers in the clusters and in compa-
ring cyclic with linear structures. Chaban and Gerber calculated
for the cyclic trimer R3 values of r(HF) = 93.0 pm and r(H 3 3 3F) =
185.7 pm using MP2 in combination with a TZP basis set.91 For
the cyclic tetramer the authors obtained r(HF) = 94.0 pm and
r(H 3 3 3 F) = 165.9 pm using the same method and basis set
combination, thus these authors find the same trend as apparent
in our data.91

Comparing the different methodologies, we find shorter dis-
tances with increasing the basis set for MP2 and a more linear
arrangement of the hydrogen-bond angle indicating stronger
hydrogen bonds, see Table 2. The changes with the tighter
convergence criterion are marginal on average, see Table 3. The

hydrogen-bond distances are even shorter (B-P86 < PBE), and
the intramolecular r(HF) distance is shorter (B-P86 > PBE) for
DFT than for MP2. However, the MP2 data provide more linear
hydrogen bonds; compare the a(FHF) angles in Tables 2 and 3
with those in Table 4.
3.4. Energies. The adiabatic interaction energies were com-

puted by DFT as well as the MP2 method according to eq 1.
Please note that the obtained geometries vary with regard to the
applied quantum chemical methodology, for a discussion see
Section 2.1. As an exception the CCSD(T)/CBS(34) and MP2/
CBS(34) values are obtained at the QZVP* geometries. The
results of the adiabatic interaction energies EintraP are listed in
Table 5. In order to validate the accuracy of the CBS(34)
energies, we compare these results with explicitly correlated
methods at MP2 and CCSD(T) levels. At the MP2 level the
largest deviation between the explictly correlated result and the
CBS(34) is 2.53 kJ/mol for the tetramer. At the CCSD(T) level
the largest deviation is 2.17 kJ/mol. As a further benchmark we
calculated the CBS(45) for the C2, C3, and R3 clusters. The
CCSD(T)/CBS(45) adiabatic interaction energies agree within
0.65 kJ/mol or better with the results from the explicitly
correlated CCSD(T). Due to this good agreement of the two
benchmarks, we conclude that the deviation of the CBS(34) to
the CBS(45) is similar to the deviations from explicit correlation
(vide supra).
Comparing CCSD(T)/CBS(34) with the CP-corrected re-

sults from Klopper et al.82 [(HF)2 = 19.0, (HF)3 = 62.8, and
(HF)4 = 113.5] we find a maximum deviation of 4.9 kJ/mol for
the tetramer. Comparing to the best estimate of Klopper et al.,82

the deviation drops down to 2.4 kJ/mol and is within the
provided error bars of 3 kJ/mol. Comparing Kloppers values to
our CCSD(T)(F12)/cc-pVQZ-F12 results, we find the largest
deviation to be 3.3 kJ/mol with respect to the CP corrected
energies and a deviation of 0.8 kJ/mol with respect to the best
estimate (tetramer). Please note that the geometries of Klopper
et al. are slightly different from those of this work. Therefore this
comparison of the adiabatic interaction energies cannot be
rigorously made. On the other hand the agreement is good and
demonstrates the applicability of our computational approach.
Comparing the data for B-P86 functional and the MP2

results, a reasonable agreement is found in case of the smaller
clusters, whereas the values obtained from the PBE functional
are significantly larger in magnitude. The coupled cluster values
are in between the MP2 and the DFT values. Concerning the
larger cluster structures, a strong overbinding of the DFT
methods as compared to the CCSD(T) and MP2 results is
observed, which was already discussed by Maerker et al.3 Al-
though all numbers are BSSE-corrected according to the
counterpoise method, a relatively strong basis set dependence
for the MP2 calculations is still apparent, which amounts to a
difference of up to 44 kJ/mol for the R8a cluster. It should be
noted here that a better adjusted basis set for MP2 was not
considered for the sake of computational applicability, because
all cluster structures are optimized in the chosen basis set.
Comparing our DFT values to the ones previously published,
we generally find a satisfactory agreement in the range of
(10 kJ/mol in most cases.5,7,21 This is also true for the
estimated dimer and trimer aggregation energies from the
DFT Monte Carlo calculations of the HF vapor phase at finite
temperatures.37 Remaining differences can possibly be attrib-
uted to the smaller double-ζ basis sets employed for the
geometry optimizations in some of the previous calculations.7,5

Table 3. Average Interatomic Distances r and Angles a of All
Investigated Clusters for MP2/QZVP* a

MP2/QZVP*

cluster r(HF) r(H 3 3 3 F) r(FF) a(FHF)

C2 92.1 181.2 272.6 170.7

C3 92.5 173.9 266.4 175.6

C6 93.2 164.5 258.0 179.0

R3 93.4 175.6 259.1 147.3

R4 94.5 158.8 251.2 164.7

R6a 94.9 152.7 247.6 177.2

R6b 95.1 152.7 247.5 176.7

R8a 95.1 152.1 247.1 177.7

R8b 95.0 152.1 247.0 177.7

R26 95.0 152.9 247.7 176.8
aAll distances in pm and angles in degrees.

Table 4. Average Interatomic Distances r and Angles a of All
Investigated Clusters for the DFT Methodsa

DFT

B-P86/TZVP PBE/TZVP

cluster r(HF) r(H 3 3 3 F) r(FF) a(FHF) r(HF) r(H 3 3 3 F) r(FF) a(FHF)

C2 93.9 180.0 272.3 165.7 93.9 180.0 271.6 163.5

C3 94.5 171.2 267.2 173.8 94.4 171.2 265.5 173.4

C6 95.8 159.4 255.5 178.3 95.7 159.5 255.6 178.3

C12 97.4 150.6 248.3 179.3 � � � �
R3 96.4 167.1 253.9 147.8 96.2 168.3 254.7 147.5

R4 98.9 147.8 244.7 165.1 98.6 148.7 245.3 165.0

R6a 100.2 140.5 240.6 177.8 100.0 140.8 240.7 176.7

R6b 100.2 140.4 240.5 176.8 100.1 140.7 240.6 176.3

R8a 100.4 139.5 239.9 177.8 100.2 140.0 240.1 177.3

R8b 100.4 139.4 239.8 177.8 100.3 139.6 239.8 177.5

R26 100.2 140.4 240.5 176.8 100.0 141.2 241.1 177.1
aAll distances in pm and angles in degrees.
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The examination of interaction energies per hydrogen bond
(see Table 6) gives a comparison of the relative stability of the
different cluster structures and sizes. There are several ap-
proaches for measuring the degree of cooperativity in cluster
structures, and some of them have been applied to HF clusters
previously. Rinc�on et al. correlated cooperative effects obtained
from bond distance and interaction energies to the critical point
of the hydrogen bond in the topology of the electron density and
found a linear relationship between these measures.5 By analyz-
ing the interaction energy per hydrogen bond of cyclic HF
clusters as well as the reaction energy for adding one HF mono-
mer to a cluster of given size, these authors report considerable
cooperative effects for the ring sizes n = 3 and 4. Similar
observations can be found in a cluster study by Guedes et al. in
which larger clusters of up to n = 10 monomer units are
considered.7 Both studies also indicate a saturation of coopera-
tive effects for cyclic HF clusters of size n = 6 and larger. If one
considers the interaction energy per hydrogen bond (see

Table 6) as a measure for cooperativity, then it is immediately
apparent that all clusters larger than the dimer are stabilized by
cooperative effects. The largest stabilization can be found in case
of the large cyclic clusters R6a/b and R8a/b for all investigated
methods. If, however, one is interested in the variation of
cooperativity with cluster size (i.e., in the difference in interaction
energy per hydrogen bond for a given pair of n and n� 1), then it
is seen from Table 6 that the largest change in hydrogen bond
stabilization of ≈7�10 kJ/mol occurs for the transition R3 f
R4. Comparing the cooperativity between chain and ring struc-
tures for a given cluster size, it is apparent that the stabilization of
the cyclic compounds is larger than those of the chain clusters for
larger n, whereas the situation is reversed in the case of the trimer
structures. This can be understood by considering a possible
destabilization of the small trimer ring R3 in terms of ring
strain.5,7

As already discussed in the Introduction, the main motif of
liquid HF predicted by ab initio simulations as well as recent

Table 5. Adiabatic Interaction Energies EintraP for All Investigated Clusters and Different Electronic Structure Methodsa

CCSD(T) MP2 B-P86 PBE

cluster i Pð Þ cc-pVQZ-F12 CBS(45) CBS(34) cc-pVQZ-F12 CBS(34) QZVP* QZVP TZVP TZVP TZVP

C2 2 �19.16 �19.12 �19.48 �18.77 �19.19 �17.81 �17.81 �16.99 �17.94 �21.40

C3 3 �44.32 �44.32 �45.13 �43.58 �44.60 �41.50 �41.49 �39.31 �43.12 �50.13

R3 3 �63.94 �63.29 �65.12 �62.68 �63.99 �59.15 �59.14 �50.52 �64.40 �72.57

R4 4 �116.84 � �119.01 �115.90 �118.43 �109.77 �109.77 �94.98 �124.50 �136.49

C6 6 � � � � � � � �118.32 �137.85 �154.94

R6a 6 � � �198.72 � �198.85 �184.29 �184.28 �165.10 �212.36 �231.69

R6b 6 � � �199.05 � �199.19 �184.59 �184.58 �165.19 �212.92 �232.40

R8a 8 � � �268.81 � �269.00 �249.43 �248.98 �225.06 �288.93 �314.42

R8b 8 � � �269.11 � �269.40 �250.06 �249.95 �225.55 �290.31 �316.41

C10 10 � � � � � � � �231.00 � �
C12 12 � � � � � � � �288.31 �351.06 �
R26 12 � � �415.07 � �412.41 �377.83 �377.84 �331.07 �421.55 �465.95

aAll energies in kJ/mol. Some results are missing because the corresponding geometries are not minimum structures or the computation was infeasible
on our hardware (CCSD(F12)(T), CCSD(T)/aug-cc-pV5Z).

Table 6. Adiabatic Interaction Energies EintraP , hbond per Hydrogen Bond for All Investigated Clusters and Different Electronic
Structure Methodsa

CCSD(T) MP2 B-P86 PBE

cluster i Pð Þ CBS(34) CBS(34) QZVP* QZVP TZVP TZVP TZVP

C2 2 �19.48 �19.19 �17.81 �17.81 �16.99 �17.94 �21.40

C3 3 �22.57 �22.30 �20.75 �20.75 �19.66 �21.58 �25.07

R3 3 �21.71 �21.33 �19.72 �19.71 �16.84 �21.47 �24.19

R4 4 �29.75 �29.61 �27.44 �27.44 �23.75 �31.13 �34.12

C6 6 � � � � �23.66 �27.57 �30.99

R6a 6 �33.12 �33.14 �30.72 �30.71 �27.52 �35.38 �38.62

R6b 6 �33.18 �33.20 �30.77 �30.76 �27.53 �35.49 �38.73

R8a 8 �33.60 �33.63 �31.18 �31.12 �28.13 �36.12 �39.30

R8b 8 �33.64 �33.68 �31.26 �31.24 �28.19 �36.29 �39.55

C10 10 � � � � �25.67 � �
C12 12 � � � � �26.21 �31.91 �
R26 12 �34.59 �34.37 �31.49 �31.49 �27.59 �35.13 �38.83

aAll energies in kJ/mol. Some results are missing because the corresponding geometries are not minimum structures.
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experiments are linear zigzag chains.16,28,35 In the case of the
small- to medium-sized clusters investigated in the present study,
it is apparent that this predominance of chain structures is not
reflected in the calculated interaction energies (see Table 5) or
the cooperative effects (see Table 6). However, earlier studies by
Karpfen et al. have shown that on lower theoretical levels the
hydrogen-bond stabilization in cyclic structures approaches that
of an infinite HF zigzag chain with increasing ring size.92�94

Thus, the energetic preference of ring clusters as seen in
Tables 5 and 6 is apparently rooted in the finite chain length
considered here and in the fact that rings have an additional
hydrogen bond.
Two additional aspects can be expected to contribute to the

stability of chain structures in the case of the liquid phase of HF.
First, open chain arrangements will be entropically favored at
finite temperatures over closed cyclic structures, which in turn
are stabilized by an additional hydrogen bond in isolated
molecule calculations. However, in the real liquid there will be
no completely isolated chain endings, and medium-range inter-
actions from neighboring chains are expected to stabilize the
loose tails, thereby partly accounting for the enthalpic penalty
which these structures are subject to in the isolated quantum
chemical calculation. The consideration of these effects via a
finite temperature and a meanfield intercluster interaction will
be covered in the second part of this study in terms of the
QCE model.
3.5. The Accuracy of the Spectra. Besides the cluster

interaction energies discussed in Section 3.3, the accuracy of
the vibrational frequencies for the examined cluster structures
have been found to be of crucial importance for a successful
application in the frame of the QCE model.30,31

Table 7 presents the vibrational frequencies of HF and theHF-
dimer at MP2, DFT, and CC levels.81,88,89,96 The quantitative
calculation of the harmonic wavenumber of HF was the objective
of several investigations in the past,81,88,89,96 and it was demon-
strated that the amazingly high accuracy of 1 cm�1 can be
obtained if relativistic effects, core and core�valence correlation
effects, and higher excitations in coupled cluster as well as large
basis sets are used in the calculations.88,96 Since these effects may
have different signs, they might cancel to a large extent. This is
the reason why the MP2-R12 result from ref 89 (4138 cm�1)
agrees perfectly with the experimental value from ref 95
(4138 cm�1). Since the MP2-R12 calculation is close to the
MP2 basis set limit it is a good reference for the quality of the

basis set in our MP2 calculations. Comparing the harmonic
MP2/TZVP wavenumber, we find a difference of 21 cm�1. The
increase of the basis set from TZVP to QZVP shifts the MP2
harmonic wavenumber further away from the basis set limit
(error 47 cm�1). This effect is not surprising since a similar
behavior was observed at the CC-level before.98,99 For the MP2/
QZVP harmonic wavenumbers of the dimer we find similar
errors as compared to those in ref 80, which were obtained from
an empirical refinement of theMP2-R12 potential energy surface
(14�50 cm�1).

4. CONCLUSION

We presented an extensive electronic structure study of hydro-
gen fluoride (HF) clusters containing 1�12 monomers, applying
density functional theory and second-order Møller�Plesset per-
turbation theory as well as the coupled cluster method. As basis
sets we chose the Ahlrichs basis sets for the optimization (TZVP
and QZVP), and for the coupled cluster calculations we applied
Dunning basis sets and extrapolated them to the complete basis set
(CBS) limit. For all methods we optimized the structures except
for the MP2/CBS(34) and for the coupled cluster results at the
complete basis set limit. These calculations are based on MP2
structures with the combination of a tight optimization criterion
denoted as MP2/QZVP*.

For the geometry of the monomer we found r(HF) distances
of 91.627 pm for MP2/QZVP, 91.627 pm for MP2/QZVP*
(higher convergence criterion), 92.159 pm for MP2/TZVP,
93.270 pm for B-P86/TZVP, and 93.246 pm for PBE/TZVP.
Thus the MP2/QZVP structures compare best to the experi-
mental value of 91.680 pm as well as to previous computations
(91.69 pm) based on high-level coupled cluster approaches and
large basis sets.20,88,89 For all methods the intramolecular HF
distance was observed to become larger with increasing cluster
size. Furthermore, this bond elongation was stronger for the
cyclic structures than for the chain geometries. The hydrogen
bonds became shorter with increasing cluster size, and they were
shorter in cyclic structures than in the linear geometries. Both of
these observations indicate stronger hydrogen bonds with in-
creasing number of monomers in the clusters and comparing
cyclic with linear structures. Stronger hydrogen bonding of clus-
ters also manifested in shorter distances for MP2 with increasing
basis set and a more linear arrangement of the hydrogen-bond
angle as compared to the DFT results.

Table 7. Calculated Harmonic Frequencies from Different Quantum Chemical Methods, Comparison to Experimental Values,
and Frequencies from Theoretical Investigations

MP2 B-P86 PBE B3LYP lit.

cluster QZVP* TZVP TZVP TZVP aug-cc-pVDZ

C1 4185 4159 3964 3970 expt 413889,95

395689 407389 CC 4141,964139,884137,89415281

MP2-R12 413889

C2 169 157 166 166 16797 MP2-R12 15589

C2 236 219 221 218 23397 MP2-R12 20989

C2 486 455 469 463 46597 MP2-R12 46789

C2 588 552 598 600 57897 MP2-R12 54789

C2 4049 4050 3772 3780 388297 MP2-R12 403089

C2 4140 4122 3921 3924 401697 MP2-R12 409089
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For the energies we observed excellent agreement of the 34
extrapolated complete basis set results with both the coupled
cluster (�19.48 kJ/mol) as well as with the MP2 (�19.19 kJ/
mol) calculations to the experimental binding energy of the
dimer. In the case of the MP2 method the well-known large basis
set dependency was observed. For example, the R8a cluster
values obtained with TZVP (�225.06 kJ/mol) and QZVP
(�248.98 kJ/mol) deviate by 24 kJ/mol from each other. For
obvious reasons we found that in general ring structures are
energetically preferred over chain structures in isolated molecule
calculations for all methods and cluster sizes. Similar conclusions
can be drawn for the frequencies. The best agreement is found for
the MP2/QZVP* calculations. Comparing ring structures with
chain structures, we find that cooperativity is more important in
the ring structures than in chain clusters from the indicator of
interaction energy.

As mentioned in the Introduction, we want to apply the highly
accurate electronic structure results for our small- to medium-
sized cluster set obtained in this article to determine thermo-
dynamic properties of the condensed phase over a large tem-
perature interval. The first step in a multiscale condensed phase
description based on the resolution of the electronic structure
consists of the accurate treatment of the underlying electronic
structure problem, which has been accomplished in the present
study. In the subsequent article we will show that this is a
necessary prerequisite in order to obtain accurate and consistent
results for the condensed phase of HF.
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ABSTRACT: The objective of this paper is to examine the minimal requirements for obtaining semiquantitative polarizabilities of
molecules, in order to provide a well-founded starting point for a new semiempirical molecular orbital formulation that is more
suitable than presently available methods for simulating electronic polarization effects. For this purpose, we present polarizability
calculations for 38 molecules with 36 basis sets, including many unconventional ones, and five semiempirical molecular orbital
theories based on neglect of diatomic differential overlap.We conclude that two basis sets are particularly promising to serve as bases
for semiempirical improvement, namely, STO-3G(,P), in which diffuse p functions are added to all hydrogens, and 3-(21,3,21)G, in
which a minimal basis set is augmented with one extra s function on every atom. We especially recommend the former because all
intra-atomic overlap integrals are zero by symmetry, which makes it a better candidate for neglect-of-differential-overlap treatments.

1. INTRODUCTION

Semiempirical molecular orbital theory with the neglect of
diatomic differential overlap1 (NDDO, e.g., MNDO,2 AM1,3

PM3,4 and RM15) has been enormously useful. It continues to be
widely used in applications to macromolecular systems, although
it is not without known deficiencies. One of the chief deficiencies
is that it does not describe intermolecular interactions very
accurately, partially due to underestimation of molecular
polarizabilities.6,7 This deficiency is a major limiting factor for
quantitative simulation and modeling of systems of biological
and materials interest. As an example of trying to remedy the
underpolarization of NDDO methods, Sch€urer et al.8 reported a
parametrized variational method for calculating molecular elec-
tronic polarizabilities from an NDDO wave function. That
method, however, does not concern the polarization of the
electronic wave function itself, and hence it is unsuitable for
modeling polarization in direct dynamics calculations. Our goal is
to include polarization in the model wave function itself to
provide a framework for developing a new generation of force
fields for large molecules in condensed phases, where the new
force fields go beyond fixed-charge molecular mechanics by
allowing for self-consistent polarization and charge transfer.9

One can make up for “small” qualitative deficiencies in mole-
cular model chemistries by parametrization if one uses an
appropriate theoretical framework, but it is hard and dangerous
to use parametrization to make up for large quantitative defi-
ciencies or for a framework that does not contain the dominant
physical factors. In the latter case, it is desirable to improve the
form of the model so the deficiencies that must be overcome are
smaller and the model to be parametrized contains the physical
features that correctly account for the phenomenon to be
modeled.

Current NDDO molecular orbital theory for elements in the
1s, 2s, and 2p blocks of the periodic table usually has the form of
Hartree-Fock (HF) theory employing a minimum basis set

(MBS) with many integrals systematically neglected and others
parametrized rather than evaluated as in ab initio calculations.1

Since the parametrization is carried out against experimental data
rather than against a correct HF/MBS calculation, not only does
it make up for the neglected integrals but it also empirically
introduces higher-order effects, in particular, some of the effects
of using a more complete (more polarizable) basis set and some
of the effects of electron correlation. Using the STO-3G10

minimum basis set, ab initio Hartree-Fock theory underesti-
mates the mean polarizability of a water molecule by a factor of
3.6, which may be compared to a factor of 3.4 for MNDO and a
factor of 2.9 for AM1, PM3, and RM1. Thus, these semiempirical
parametrizations only improved the polarizability marginally.
When we tried to reparameterize these models to have greater
polarizability, many of the other properties became significantly
worse, which indicates a fundamental limitation in building the
model on the HF/MBS framework. An interesting question is
whether there is an ab initio formalism, not much more compli-
cated than HF/MBS, that has a significantly reduced error in
computed molecular polarizability, e.g., less than a factor of 2 (as
compared to a factor of 3.4). An NDDO version of such a theory
might prove easier to parametrize satisfactorily than the NDDO
version of HF/MBS theory. For example, should we explicitly
include electron correlation?We already know from accumulated
experience with ab initio calculations that this is not necessary;
i.e., large-basis-set HF theory gives realistic (although of course
not quantitatively accurate) polarizabilities. But howmuch larger
a basis set is called for? What is the smallest increase in basis set
that yields qualitatively correct polarizabilities? The present
article is devoted to this question. Part II11 builds on the findings
of this paper to develop a new NDDO framework, which we call
the polarizedmolecular orbital (PMO)model, that yields reason-
able results for polarizabilities.

Received: November 7, 2010
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Section II of the present paper presents a database that will
be used to test basis sets for polarizabilities. Section III then
presents Hartree-Fock polarizability calculations with 36 dif-
ferent basis sets.

II. DATABASE

To understand the basis set requirements for predicting
realistic polarizabilities, we consider only mean dipole polariz-
abilities, R, defined as

R ¼ Rxx þ Ryy þ Rzz

3
ð1Þ

whereRij is an element of the electric dipole polarizability tensor.
The mean polarizability is one-third of the trace of the polariz-
ability tensor and is independent of the orientation of the axes. In
the rest of this article and the next one, we will simply call R the
polarizability.

Table 1 gives the 38 polarizabilities that we will use to test basis
sets. In most cases, these are taken from experimental results;12-21

in a few cases, where we did not have experimental values, we
calculated the polarizability using MP2/aug-cc-pVTZ//MP2/aug-
cc-pVDZ, MP2/aug-cc-pVDZ, or HF/aug-cc-pVDZ, where HF
denotes Hartree-Fock, MP2 denotes Møller-Plesset second-
order perturbation theory,22 and we use the usual notation23 for
correlation-consistent basis sets.

III. BASIS SETS

The basis sets considered are in Table 2. For most of the basis
sets, the notation is standard. Nonstandard basis sets are
explained in the table; in these explanations, exponential para-
meters are called exponents and are given in a0

-2. All basis sets
are single-ζ for the core orbitals; for valence electrons, we
consider both regular valence basis functions (indicated by lower
case s, p, or d) and diffuse basis functions (indicated by capital S,
P, or D). The table shows how many basis functions of each type
(excluding core basis functions) are present in a given basis:N1 is
the number of basis functions on each hydrogenic atom, andN2 is
the number of basis functions (excluding the core) on each
nonhydrogenic atom. (To obtain the total number of basis
functions, add one core basis function for C, N, and O and five
core basis functions for S.)

IV. RESULTS

Polarizabilities for three typical molecules are given in Table 3.
We give results for all 36 basis sets of Table 2 plus five NDDO
methods:MNDO,2 AM1,3 PM3,4 RM1,5 and PM6.24 A complete
table of polarizability calculations for all 38 molecules is pre-
sented in the Supporting Information. Table 3 also gives the
mean unsigned percentage error (MUPE, that is, the mean of the
absolute values of all 38 percentage deviations of the calculated
polarizabilities from the reference values of Table 1). The
polarizability tensor components of two molecules, water and
acetamide, are given in Table 4.

V. DISCUSSION

The final five rows of Table 3 confirm that presently available
semiempirical methods underestimate molecular polarizabilities,
but comparison to the results using STO-3G shows that they
have smaller errors than ab initioHartree-Fock calculations with
the same size basis set. The other results in the table explore the
effect of expanding the basis set.

The table shows that adding diffuse P functions on hydrogen
atoms is particularly effective in increasing the polarizabilities.
For example, the STO-3G(,P) basis set has a smaller MUPE than
the much larger STO-3G(d), 3-21G, 3-21G(d), or 3-21G(,p)
basis sets, and the error is almost as small as for the well-polarized
cc-pVDZ basis set or the 3-21þG(d) basis set, which contains
more contracted functions than the cc-pVDZ basis set. (We note
that extending NDDO methodology to the 4-31G basis set,
which is similar to the 3-21G basis set, has already been
considered by Thiel;25 however, results for polarizabilities were
not presented.)

Deleting the diffuse P functions on any hydrogens, even dele-
ting them only on hydrogens attached to sp3 carbon atoms, raises
theMUPE appreciably, as shown by the results for STO-3G(,P*).

Table 1. Polarizabilities (Å3)

molecule R (A3) ref

H2O 1.45 12b

CH4 2.59 19

HCN 2.59 13

HCl 2.63 13

(H2O)2 2.88 a

CO2 2.91 16

CH3OH 3.23 12a

CHCH 3.33 13

CH3NH2 4.01 14

CH2CH2 4.25 17

CH3CH3 4.48 13

CH3CN 4.48 18

CH3CHO 4.59 18

CH3Cl 4.72 15

CH2CHOH 4.85 a

CH3CH2OH 5.11 18

CH3OCH3 5.16 12a

CH3SH 5.49 a

CH3C(O)NH2 5.67 18

CHCCH3 6.18 12b

CH2CHCH3 6.26 12b

CH3C(O)CH3 6.33 12a

CH3CH2CH3 6.38 12b

H2NCH2COOH 6.52 a

CH3C(O)Cl 6.62 12b

CH3CHOHCH3 7.61 12b

CH3SCH3 7.39 a

pyrimidine 8.53 20

s-trans-butadiene 8.64 12b

pyridine 9.18 21

diethyl amine 9.61 21

benzene 10.32 13

phenol 11.10 12b

toluene 12.26 12a

nicotinamide 12.19 b

purine 12.78 c

benzaldehyde 12.80 c

benzyl alcohol 13.15 c
a Present work, calculated by MP2/aug-cc-pVTZ//MP2/aug-cc-pVDZ.
b Present work, calculated by HF/aug-cc-pVDZ. c Present work, calcu-
lated by MP2/aug-cc-pVDZ.
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The introduction of p orbitals on hydrogen atoms was
previously considered in semiempirical molecular orbital theory
most thoroughly by Jug and Geudtner,26 who added p orbitals to
hydrogen atoms in the SINDO1 approximation; their goal was to

improve the treatment of hydrogen bonding. In the present
work, it was found, through systematic investigation of basis set
dependence, that adding P functions (that is, in the notation
established in section III, diffuse p functions) on hydrogen to a
minimum basis set in ab initio Hartree-Fock calculations
provides a powerful strategy to calculate more accurate polariz-
abilities. The mean unsigned percentage errors is 32% for adding
a P subshell but 56% for adding a p subshell. Adding both further
reduces the error, but only to 31%, showing that the diffuse P

Table 3. Polarizabilities and Mean Unsigned Percentage
Errors in Polarizabilities (Å3)

basis N1 þ N2 acetaldehyde

dimethyl

sulfide

vinyl

alcohol MUPE

referencea 4.59 7.39 4.85 0b

STO-3G 5 1.76 2.63 1.96 62

STO-3Gþ 9 3.06 5.29 3.68 32

STO-3Gþþ 10 3.08 5.61 3.78 29

STO-3G(,P) 8 3.15 5.17 3.46 32

STO-3Gþ(,P) 12 3.93 6.83 4.47 14

STO-3Gþþ(,P) 13 3.92 6.95 4.49 14

STO-3G(,p) 8 2.03 3.06 2.22 56

STO-3G(,pP) 11 3.23 5.31 3.55 31

STO-3G(D,P) 13 3.59 5.98 3.97 21

STO-3G(P,P) 11 3.73 6.26 4.09 21

STO-3G(S,P) 9 3.55 5.69 3.96 24

3-21G 10 3.11 5.10 3.07 36

3-21þG 14 3.64 5.78 3.88 23

3-21þþG 15 3.69 5.92 3.93 22

3-21G(,P) 13 3.50 5.88 3.67 25

3-21þG(,P) 17 3.94 6.46 4.32 15

3-21þþG(,P) 18 3.96 6.54 4.33 14

3-21G(,p) 13 3.23 5.32 3.21 33

3-21G(,pP) 16 3.55 5.95 3.73 24

3-21G(D,P) 18 3.86 6.40 4.21 15

STO-3G(d) 10 1.95 2.87 2.16 57

3-21G(d) 15 N/A N/A 3.18 33

3-21þG(d) 19 3.70 N/A 4.00 20

3-(21,3,3)G 6 1.94 5.10 2.16 54

cc-pVDZ 18 3.49 5.58 3.57 26

aug-cc-pVDZ 31 4.18 6.86 4.59 8

3-(21,21,3)G 9 2.43 4.05 2.59 47

3-(21,3,21)G 7 3.51 5.06 3.35 29

3-(21,3,3)G(,P) 9 4.34 6.47 4.45 11

3-(3,21,21)G 9 4.22 5.95 3.92 21

aug0-cc-pVDZ 28 4.13 6.77 4.53 9

aug0 0-cc-pVDZ 15 3.71 5.91 3.97 21

STO-3G(,P!) 5, 8 1.76 2.63 2.18 58

STO-3G(,P*) 5, 8 2.20 2.63 3.46 48

STO-3G(,P0) 8 2.99 5.23 3.59 32

STO-3G(,P0 0) 8 3.13 5.22 3.50 32

MNDO 5 2.72 3.94 3.04 42

AM1 5 2.83 4.31 3.09 41

PM3 5 2.60 3.96 2.87 44

RM1 5 2.70 4.36 3.01 42

PM6 5 2.03 3.24 2.35 56
a From Table 1. bBy definition.

Table 2. Basis Sets and Numbers of Regular Valence Basis
Functions and Diffuse Basis Functions

non-hydrogenic hydrogenic

basis note s p d S P D N1 s p S P N2 N1þ N2

STO-3G 1 3 4 1 1 5

STO-3Gþ 1 3 1 3 8 1 1 9

STO-3Gþþ 1 3 1 3 8 1 1 2 10

STO-3G(,P) a 1 3 4 1 3 4 8

STO-3Gþ(,P) a 1 3 1 3 8 1 3 4 12

STO-3Gþþ(,P) a 1 3 1 3 8 1 1 3 5 13

STO-3G(,p) b 1 3 4 1 3 4 8

STO-3G(,pP) a, b 1 3 4 1 3 3 7 11

STO-3G(D,P) a, c 1 3 5 9 1 3 4 13

STO-3G(P,P) a, c 1 3 3 7 1 3 4 11

STO-3G(S,P) a, c 1 3 1 5 1 3 4 9

3-21G 2 6 8 2 2 10

3-21þG 2 6 1 3 12 2 2 14

3-21þþG 2 6 1 3 12 2 1 3 15

3-21G(,P) a 2 6 8 2 3 5 13

3-21þG(,P) a, c 2 6 1 3 12 2 3 5 17

3-21þþG(,P) a, c 2 6 1 3 12 2 1 3 6 18

3-21G(,p) b 2 6 8 2 3 5 13

3-21G(,pP) a, b 2 6 8 2 3 3 8 16

3-21G(D,P) a, c 2 6 5 13 2 3 5 18

STO-3G(d) d 1 3 5 9 1 1 10

3-21G(d) d 2 6 5 13 2 2 15

3-21þG(d) d 2 6 5 1 3 17 2 2 19

3-(21,3,3)G e 2 3 5 1 1 6

cc-pVDZ 2 6 5 13 2 3 5 18

aug-cc-pVDZ 2 6 5 1 3 5 22 2 3 1 3 9 31

3-(21,21,3)G e 2 6 8 1 1 9

3-(21,3,21)G e 2 3 5 2 2 7

3-(21,3,3)G(,P) a, e 2 3 5 1 3 4 9

3-(3,21,21)G e 1 6 7 2 2 9

aug0-cc-pVDZ 2 6 5 1 3 5 22 2 3 1 6 28

aug0 0-cc-pVDZ 2 6 1 3 12 2 1 3 15

STO-3G(,P!) f 1 3 4 1 (3) 1, 4 5, 8

STO-3G(,P*) g 1 3 4 1 (3) 1. 4 5, 8

STO-3G(,P0) h 1 3 4 1 3 1 8

STO-3G(,P0 0) i 1 3 4 1 3 1 8
a Exponent on hydrogen P orbital = 0.141, taken from aug-cc-pVDZ. Note
that we use capital S, P, or D to denote diffuse basis functions, thereby
distinguishing them from regular valence basis functions (indicated by lower
case s, p, or d). bExponent on hydrogen p orbital = 0.727, taken from cc-
pVDZ. cExponents for diffuse functions on non-hydrogenic atoms taken
from aug-cc-pVDZ. dExponent for non-hydrogenic d functions = 0.8.
eCombination of STO-3G and 3-21G. In 3-(x,y,z)G, x denotes valence basis
for nonhydrogenic s orbitals, ydenotes basis for nonhydrogenic porbitals, and
z denotes basis for hydrogen. fP functions only on polar hydrogens, i.e.,
hydrogens not bonded to carbon. gP functions only on polar hydrogens and
hydrogens bonded to non sp3 carbons. hExponent on hydrogen P orbital =
0.123, which was obtained by optimizing it with respect to the polarizabilities
of the 38-molecule test set. iExponent on hydrogen P orbital = 0.082 .
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function is the key to the success of this strategy. One obtains a
similar mean error, in particular 33%, with either the 3-21G(p) or
3-21G(d) basis set. Taking acetylene as an example, Table 2
shows that the number of valence basis functions in the
STO-3G(,P) basis set is 16, whereas the number in the 3-21G(p)
or 3-21G(d) is 26-30. For a water molecule, these numbers are
reduced to 12 for STO-3G(,P) and to 17-18 for 3-21G(p) or
3-21G(d).

Another strategy that may be compared to the successful
STO-3G(,P) strategy is to add a d subshell to the STO-3G basis
to every nonhydrogenic atom, yielding the STO-3G(d) basis set.
This might have been anticipated to be a powerful strategy (the
natural choice) because most of the electrons in the molecules
considered here are in valence p orbitals, and these are strongly
coupled to d functions by the electric dipole operator. Using this
strategy raises the number of valence basis functions to 20 for
acetylene and lowers it to 11 for water, but it yields a mean error
of 57%. Thus, this strategy is less successful.

A second successful strategy revealed by Tables 2 and 3 is to
split the valence s subshell of STO-3G on all atoms. If one were to
split all of the valence subshells, that would give 3-21G, but
splitting only s subshells gives 3-(21,3,21)G. The mean error is
29%, and the number of valence basis functions for the example
case of acetylene is only 14. For a water molecule, this number is
reduced to 9. Of the two successful strategies, i.e., (a) splitting the
valence s subshell on all atoms and (b) adding a set of diffuse P
functions to hydrogen atoms, the latter is preferred for two
reasons. First, the inclusion of a set of P orbitals allows the out-of-
plane polarizability as well as the in-plane polarizability to be
better represented, which is particularly important for key com-
pounds such as water and benzene or any other planar molecule.
Second, when the strategy is applied in the context of the NDDO
approximation, choice b avoids the treatment of nonorthogonal
basis functions on the same center, which is probably very impor-
tant since neglect of one-center differential overlap has been
singled out as a significant shortcoming of the current NDDO
formalisms, even with minimal basis sets.27,28 We examine the

use of the STO-3G(,P) basis as a starting point for NDDO
parametrization in the following article.

The polarizability tensor components for water and acetamide
are provided in Table 4, with axes aligned along the principal
axes. For comparison, we also give results calculated with the
same axis choices with the M06-2X density functional29 and ab
initioMP2 wave function theory22 (with standard basis sets23,30).
Water is in the yz plane, and acetamide has the yz plane as a plane
of Cs symmetry. By comparing the results with the STO-3G basis
set to those with the STO-3G(,P) and 3-(21,3,21)G basis sets,
the table shows that both new basis sets allow out-of-plane
polarization, and for the larger molecule, the error in out-of-plane
polarizability is less than 30%.

VI. CONCLUSIONS

We found that adding only a few well chosen extra basis
functions can considerably reduce the errors in minimum-basis-
set calculations of electric dipole polarizabilities. Two particularly
efficient strategies are (i) to add a diffuse P subshell to every
hydrogen atom and (ii) to split the valence s shell on each atom
into a double-ζ pair of s functions. It is particularly encouraging
that these strategies work better than the seemingly more
obvious choice of adding d functions to nonhydrogenic atoms.
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ABSTRACT: We present a new semiempirical molecular orbital method based on neglect of diatomic differential overlap. This
method differs from previous NDDO-based methods in that we include p orbitals on hydrogen atoms to provide a more realistic
modeling of polarizability. As in AM1-D and PM3-D, we also include damped dispersion. The formalism is based on the original
MNDO one, but in the process of parametrization we make some specific changes to some of the functional forms. The present
article is a demonstration of the capability of the new approach, and it presents a successful parametrization for compounds composed
only of hydrogen and oxygen atoms, including the important case of water clusters.

1. INTRODUCTION

Molecular modeling methods for calculating potential energy
surfaces and forces span a wide spectrum of accuracy and cost,
ranging from pairwise potentials in molecular mechanics on the
one hand to coupled cluster theory at the complete basis set limit
on the other. But there is a large gap in computational cost be-
tween using semiempirical molecular orbital methods at the high
end of the low end and small-basis-set Hartree-Fock or density
functional theory at the low end of the high end. The goal of this
work is to develop a new method in that gap, which can be
applied to the study of the internal energies of a single molecule
or a group of molecules and to macromolecular systems, includ-
ing solvated proteins. In particular, we seek a method that is
almost as inexpensive as the popular AM11 and PM32 semiem-
pirical methods (both based on neglect of diatomic differential
overlap3,4 (NDDO)) but is more accurate in two key respects:
(1) it gives more accurate noncovalent interactions, and (2) it
yields more accurate molecular polarizabilities. Such a method
would be well suited for use in the Explicit Polarization5,6 (X-Pol)
force field or in any simulation where it is important to include
polarization and induction effects in a large system that requires
extensive sampling of fluctuations or conformational states.

Our starting point is the MNDO4 formalism, which has been
the basis for the later, more successful AM1 and PM3 through
PM6 series of model chemistries. It has the advantage as a start-
ing point for new work in the treatment of effective nuclear core-
core interactions. To this end, we make three key enhancements
to MNDO:
• A set of p-type basis functions is added on the hydrogen atoms.
Themotivation for this is provided in the previous paper,7 and
we also note (i) the work of Parkinson and Zerner,8 adding p
functions on hydrogen to the INDO model chemistry to
improve the calculation of hyperpolarizabilities and (ii) the
SINDO1 andMSINDOmethods of Jug and Bredow in which
the basis can be augmented with p functions, where the
motivation was a better treatment of hydrogen bonding.9

• A damped dispersion function is included as in the PM3-D
method of Hillier and co-workers.10-12

• The new approximate molecular orbital method is parame-
trized against molecular polarizabilities and noncovalent
interactions as well as static molecular data.

Since explicit p-type polarization functions on hydrogen
atoms are incorporated into our method, it is called the polarized
molecular orbital (PMO) model. We envision developing a new-
generation semiempirical model that can be applied equally well
both to the study of the internal energies of a single molecule or
cluster of molecules and to dynamical simulation and modeling
of condensed-phase systems, including liquids, liquid-phase solu-
tions, and biological macromolecular interactions. Since water is
essential for applications to all biomolecular interactions and to
many other chemical systems, we first focus on the development
of a model for compounds composed of hydrogen and oxygen
that can be used as a basic starting point to create a balanced
PMO model for describing intermolecular interactions. In parti-
cular, in the present article, we present the key theoretical
ingredients, parametrization strategies, and computational de-
tails of PMO by parametrizing it for molecules composed of only
O and H atoms. In this process, we make some changes in the
functional forms used for fitting electronic integrals in MNDO,
but we consider these parametrization choices, not essential parts
of the method. In principle, they could be changed in the future
to develop an even more general model to encompass all
functionalities of chemical and biological interest. Since such
future parametrizations and extensions to other elements are
anticipated, the present parametrization of PMO is labeled as
version 1 or PMOv1 in our computer program. However, since it
is the only version currently available, no confusion will occur if
we simply call it PMO in the present article.

2. THEORY

As in all popular semiempirical models, only valence electrons
are treated explicitly; the nuclei and core electrons (for atoms

Received: November 8, 2010
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heavier than He) are combined together as the nuclear “core.”
The core-core interactions are used to describe classical Cou-
lomb energies and to account for the electronic screening effects
and the errors in electronic integrals introduced by the NDDO
approximation. The core-core repulsion is modeled in an
empirical way, even for the core of a hydrogen atom, which is
just a nucleus. Valence electrons are treated by a minimum basis
set of one s function and a subshell of three p functions on each
atom; molecular orbitals are optimized by an iterative self-
consistent-field13 (SCF) calculation.

In principle, semiempirical models are parametrized against
experimental data, so that electron correlation effects, including
short- and medium-range dynamical correlation effects and long-
range dispersion interactions, can be implicitly incorporated into
the method by using effective electronic integrals. This has been
the strategy employed by Dewar1 and others in the past; how-
ever, significant progress in the understanding of the origin of
intermolecular interactions has been made in the past 25 years,
especially by using accurate ab initio methods. The relative
contribution of dispersion effects to intermolecular interactions
can now be accurately estimated for small- to medium-sized
systems. A number of recent methods for energy decomposition
analysis further helped the understanding of the origin of binding
interactions inmolecular complexes.14-17 Thus, we have decided
to incorporate empirical dispersion terms as a post-SCF proce-
dure, and in our current implementation, the same functional
form is adopted as that used by several groups previously,10-12,18,19

with the same parameters as used by Grimme19 and by Hillier
and co-workers.10-12

Another difference in the present treatment from previous
NDDOparametrizations is thatweparametrize the electronic energy,
including nuclear repulsion, against corresponding benchmark
data instead of parametrizing against standard-state enthalpies of
formation.

In the NDDO approximation, interatomic differential overlap
is neglected in two-electron integrals and in the overlap integrals,
but all one-electron integrals are retained, although one-electron
as well as two-electron integrals are parametrized rather than
evaluated directly.3

In MNDO and all other subsequent versions of semiempi-
rical models based on NDDO approximations considered here,
two-center electron repulsion integrals are treated as multi-
pole-multipole interactions by the method of Dewar and
Thiel.20 This is also used in PMO except for two-center terms
involving p orbitals of hydrogen on both centers. In the
MNDO treatment of two-center electron repulsion integrals,
the density of a p orbital is represented as the sum of a
monopole and a quadrupole charge distribution. In PMO,
for integrals involving hydrogen p orbitals on both centers, we
retain only the monopole contribution.

Parameters in NDDO methods depend on the atomic
numbers of the orbitals involved in the parametrized integral.
Because of the NDDO approximation, all three-center and
four-center integrals are neglected. For the highest accuracy, all
parameters for two-center integrals would be specific to a given
pair of atomic numbers (pair parameter scheme, in the
language used in ref 4), but in the present paper, as in the
original MNDO,4 we generally use combining rules to obtain
two-center parameters from atomic parameters that are indepen-
dent of the other center (atomic-parameter scheme). For com-
pleteness, we summarize below the conventions used for atomic
parameters in the MNDO method, after which, we highlight

three exceptions where we override the use of atomic parameters
by using pair parameters.

There are 12 independent empirical parameters for each
atomic number:
• USS

A and Upp
A : the one-center, one-electron energies repre-

senting the kinetic energy of an s or p electron on center A
and its attraction to its own core3

• βs
A and βp

A: atomic parameters responsible for the two-
center, one-electron resonance integrals for l = 0 (s) and l =
1 (p). The resonance integrals are given by4

βAA0
ll0 ¼ βAl þ βA0

l0

2
ÆAlmljA0l0m0

l0æ ð1Þ

where |Alml|æ denotes an atomic basis function on atomA, l0
and m0

l0 are the angular momentum and magnetic quantum
numbers of the electron on the other center A0, and ÆAlml|
A0l0m0

l0æ is an overlap integral.4

• ζs
A and ζp

A: parameters for the exponent in the Slater-type
orbitals (STOs) for atom A used to compute the overlap
integrals of eq 1 as well as to determine the charge separa-
tions in the multipole expansion sites used to evaluate two-
center, two-electron integrals.4 To make the gradients
analytic, the STOs are expressed as a linear combination
of six Gaussians.21

• RA: electronic screening parameters for the exponent in the
core-core repulsion terms.4

• gss
A , gsp

A , gpp
A , gpp0

A , and hsp
A : parameters used to establish the

one-center limits of the Coulomb (g) and exchange (h)
integrals as RAA0 f 0 of the Dewar-Sabelli-Klopman
approximation to the two-center, two-electron integrals,
where RAA0 is the internuclear distance between atoms A
and A0.22 Another exchange integral is also needed, but in
order to maintain rotational invariance, it is given by

hApp0 ¼
gApp þ gA0

pp0

2
ð2Þ

As mentioned above, in three cases, exceptions were made
to using the standard MNDO functional forms on the basis
of atomic parameters:

(1) For the resonance integrals involving p orbitals on hydro-
gen atoms, we override eq 1 with

βHH0
pp ¼ 0 ð3aÞ

βHH0
sp ¼ 0 ð3bÞ

βOHlp ¼ P1
βOl þ βHp

2
ÆOlmljH1m0

l0 æ ð4Þ

where l0=1 and P1 is a parameter. Furthermore, for the
H-H resonance integrals, we use a specific value ζl

HH of
ζl
H, and for the O-O resonance integrals, we use a

specific value ζl
OO of ζl

O.
(2) For the two-center, one-electron attraction integrals

between an electron in a distribution on atom H and
the core of another hydrogen atom B (where B 6¼ H but
ZB = 1), for which we use the ab initio notation ÆHlml|-
ZB/rB|Hlm0

l0æ, in which l is 1 and rB is the distance of the
electron on H from B, the standard MNDO result is
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specifically screened when the two atoms are in close
proximity:

Hlml

�����
*

-
ZB

rB

�����Hlm0
l0 >

PMO

¼ Hlml

�����
*

-
ZB

rB

�����Hlm0
l0 >

MNDO

½1þ P2 expð-P3R
2
HH0 Þ�

ð5Þ

where P2 is negative. Note that the standard MNDO
approximation,4 ÆHlml|-ZB/rB|Hlm0

l0æMNDO, of this one-
electron attraction integral is calculated from the two-
electron integral ÆBs0Bs0|HlmlHlm0

l0æ (where we use the
Mulliken convention for two-electron integrals), but the
screening of eq 5 is applied to the one-electron integral
(when B is a hydrogen and l is 1) and not to the two-
electron integral.

(3) For the homonuclear core-core repulsion integrals, we
replace RO and RH by R̂O and R̂H, respectively, whereas
the heteronuclear core-core repulsions are computed
from the atomic parameters RO and RH.

The parameters in the damped dispersion terms were retained
from earlier work10-12,15 without change (in particular, they are
the same as in MNDO-D and PM3-D from the Hillier group).
MNDO parameters and the new PMO parameters (Upp

H , βp
H, ζp

H,
gsp
H, gpp

H , gpp0
H , hsp

H, P1, P2, P3, R̂O, and R̂H) were adjusted by iterative
optimizations using a genetic algorithm, in the presence of the
dispersion term and the p orbitals on hydrogen atoms, to give a

subjectively reasonable compromise in the accuracy of a lot of
benchmark data. The final PMO values of the MNDO para-
meters, including those for p orbitals on H, are given in Tables 1
and 2. The parameters in Table 1 are those that may be compared
to the parameters of other NDDO methods, and they are
compared to MNDO,4 AM1,1 PM3,2 PDDG-PM3,23 RM1,24

PM3-D,10 and PM6.25 Note that in Table 1, the parameters of
PMO are given to the number of digits that define the para-
metrization, but for the other methods, the numbers are trun-
cated to two places after the decimal point (calculations with the
other methods employed the full number of digits, but the values
for othermethods in Table 1 are just for comparison, and they are
rounded so that the essential features and trends are more
apparent). The parameters in Table 2 are additional PMO
parameters that do not appear in older methods.

The choice of functional forms in eqs 3a-5 was based on our
experiences with parametrization. In particular, we tried several
other functional forms and several other strategies for which
terms tomodify, and we selected the ones above because they are
physically reasonable and they work well.

Table 1. Parameters

parameter PMO MNDO AM1 PM3 PDDG/PM3 RM1 PM3-D PM6

Uss
H (eV) -11.22813 -11.91 -11.40 -13.07 -12.89 -11.96 -13.05 -11.25

Upp
H (eV) -9.95254

βS(eV)) -6.89857 -6.99 -6.17 -5.63 -6.15 -5.77 -5.63 -8.35

βp
H (eV) -3.77765

ζs
H (bohr-1) 1.08419 1.33 1.19 0.97 0.97 1.08 0.97 1.27

ζp
H (bohr-1) 0.88997

RH (Å-1) 3.16046 2.54 2.88 3.36 3.38 3.07 3.42 ...

gss
H (eV) 12.65697 12.85 12.85 14.79 14.79 13.98 14.79 14.45

gsp
H (eV) 11.34825

gpp
H (eV) 6.17416

gpp0
H (eV)) 10.0441

hsp
H (eV) 2.32560

Uss
O (eV) -114.78169 -99.64 -97.83 -86.99 -87.41 -96.95 -86.96 -91.68

Upp
O (eV) -78.04828 -78.30 -78.26 -71.88 -72.18 -77.89 -71.93 -70.46

βs
O (eV) -31.51770 -32.69 -29.27 -45.20 -44.87 -29.85 -45.23 -65.64

βp
O (eV) -35.10436 -32.69 -29.27 -24.75 -24.60 -29.15 -24.79 -21.62

ζs
O (bohr-1) 3.19623 2.70 3.11 3.80 3.81 3.18 3.80 5.42

ζp
O (bohr-1) 3.11976 2.70 2.52 2.39 2.32 2.55 2.39 2.27

RO (Å-1) 3.44202 3.16 4.46 3.22 3.23 4.17 3.39 ...

gss
O (eV) 18.22143 15.42 15.42 15.76 15.76 14.00 15.76 11.30

gsp
O (eV) 12.73220 14.52 14.52 10.62 10.62 14.96 10.62 15.81

gpp
O (eV) 15.03924 14.48 14.48 13.65 13.65 14.15 13.65 13.62

gpp0
O (eV) 13.52768 12.98 12.98 12.41 12.41 12.70 12.41 10.33

hsp
O (eV) 4.19786 3.94 3.94 0.59 0.59 3.93 0.59 5.01

Table 2. Additional PMO Parameters

parameter value

P1 0.15

P2 -0.75

P3 1.1 Å-2

R̂O 3.304 Å-1

R̂H 2.466 Å-1

ζl
HH 1.280 bohr-1

ζl
OO 2.764 bohr-1
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It is worthwhile to also mention another choice issue here,
namely, the choice of p basis functions on hydrogen atoms rather
than (for example) d basis functions on nonhydrogenic atoms,
which may have seemed a more obvious choice. The introduc-
tion of d basis functions on nonhydrogenic atoms has been con-
sidered previously,26 and these functions are known to improve
the description of small rings and of some structures containing
elements from the 3p block. Here our goal is an improved
description of polarizability, even for compounds with atoms no
heavier than the 2p block, and the choice of p basis functions on
hydrogen is motivated by the results of part 1. Note that our goal
is to achieve the best performance at a minimal increase in
computational cost; this balance favors a set of p orbitals on
hydrogenic atoms.

3. RESULTS

The computed results for molecules and for various water
dimer configurations are listed in Tables 3-6, along with the
reference data (i.e., the most accurate available data) for

comparison. The following abbreviations are used throughout:
AE, atomization energy; IP, ionization potential; r, bond dis-
tance; θ, bond angle; R, polarizability; μ, dipole moment; and
BE, bond energy. The reference data in Table 3 are based on
previous work, usually experimental, but we needed to convert
experimental energetic quantities (AE and BE) from enthalpy
differences at 0 K to potential energy differences by subtracting
zero point energies, based on experimental spectra or theoretical
estimates. The third column of the table gives details of the
sources27-44 of all reference data.

Table 3 shows that the polarizability of water is now much
more accurate than that from previous NDDO methods. In fact,
we can find parameters that make it perfect, while still yielding
reasonable results for other data, but our final parameters are a
compromise in which we accept a 14% error in water’s polariz-
ability in order to retain good accuracy for other quantities.

Table 3 also shows remarkably good accuracy for the atomiza-
tion energy (AE) of water, the bond energies of key diatomics,
and the ionization potential (IP) and the geometry of water and
key diatomics. Fitting simultaneously the dipole moment and

Table 3. Results

species quantity reference sourcea PMO MNDO AM1 PM3 PDDG/PM3 RM1 PM3-D PM6

H2O AE (kcal/mol) 232.2 27;28 233.0 225.0 223.0 217.2 245.4 221.6 246.5 218.0

IP (eV) 12.68 29;28,30 12.00 11.76 11.95 12.05 12.31 11.82 12.11 11.45

r (Å) 0.96 31 0.96 0.94 0.96 0.95 0.95 0.96 0.93 0.95

θ (deg) 104.5 31 104.6 106.8 103.5 107.7 105.4 103.4 108.9 107.5

R (Å3) 1.45 32 1.24 0.43 0.50 0.50 0.49 0.51 0.46 0.40

qO ...b ... -0.40 -0.33 -0.38 -0.36 -0.39 -0.37 -0.37 -0.62

qH ... ... 0.20 0.16 0.19 0.18 0.19 0.18 0.19 0.31

μ (Debye)

Mulliken ... 32 1.13 0.88 1.09 0.97 1.08 1.05 0.96 1.67

hybrid ... ... 1.06 0.90 0.77 0.77 0.75 0.82 0.78 0.40

total 1.85 33 2.19 1.78 1.86 1.74 1.84 1.87 1.74 2.07

(H2O)2 BE (kcal/mol)c 5.0 34 4.7 1.0 5.5 3.5 3.7 2.8 6.5 4.9

r14 (Å) 0.97 35 0.97 0.94 n.q.c.d 0.96 0.97 n.q.c. 0.94 n.q.c.

r13 (Å) 0.96 35 0.96 0.94 n.q.c. 0.95 0.95 n.q.c. 0.93 n.q.c.

r24 (Å) 1.95 35 1.96 3.42 n.q.c. 1.81 1.71 n.q.c. 1.77 n.q.c.

r25 (Å) 0.96 35 0.97 0.94 n.q.c. 0.95 0.96 n.q.c. 0.93 n.q.c.

θ413 (deg) 104.5 35 103.9 106.8 n.q.c. 107.7 105.3 n.q.c. 108.8 n.q.c.

θ142 (deg) 172.9 35 173.4 114.0 n.q.c. 179.6 178.2 n.q.c. 172.1 n.q.c.

θ126(deg) 110.4 35 112.0 130.4 n.q.c. 110.6 113.2 n.q.c. 113.3 n.q.c.

(H2O)2 μ (Debye)

Mulliken ... 1.76 1.80 2.34 1.63 1.96 2.20 1.78 1.49

hybrid ... 1.42 1.81 1.52 0.86 0.87 1.63 0.98 0.38

total 2.65 36 3.11 3.60 3.86 2.49 2.83 3.83 2.76 1.87

H2 AE (kcal/mol) 109.5 37 108.2 103.8 109.7 117.6 137.0 106.1 119.9 129.8

IP (eV) 15.55 38;39 13.60 14.72 14.19 15.53 15.85 14.33 15.56 14.17

r (Å) 0.74 37 0.70 0.66 0.68 0.70 0.68 0.70 0.69 0.76

OH- AE (kcal/mol) 115.4 40,41;39 116.7 117.4 125.8 129.2 149.8 121.2 144.9 144.7

IP (eV) 1.83 42;39 2.18 0.27 0.65 0.89 1.16 0.55 0.92 2.05

r (Å) 0.96 43 0.88 0.94 0.94 0.94 0.94 0.94 0.92 0.87

H3O
þ r (Å) 0.98 44 1.02 0.96 1.00 0.98 0.98 0.99 0.95 1.04

θ (deg) 111.3 44 104.1 115.3 107.8 109.4 106.5 109.5 110.8 102.0
aWhen more than one source is cited, the source(s) before the semicolon is (are) for the value at 0 K, and the source(s) after the semicolon is (are) for
the zero point energy used to convert it to a potential energy difference. b ... denotes not applicable. cBE = binding energy = 2(energy of the gas-phase
water monomer optimized with the given method) - (energy of the gas-phase water dimer optimized with the given method). dThe geometrical
parameters of the water dimer are not given for AM1, RM1, and PM6 because the structure is not qualitatively correct (n.q.c.).
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molecular polarizability of water is problematic and requires a
compromise in consideration of various aspects of applications in
the gas phase and in condensed phases. On one hand, the total
dipole moment is calculated from the wave function, which is a
sum of two contributions in the NDDO approximation: one
from the partial charges formally equivalent to those by Mulliken
analysis and one from the hybridization terms in the dipole
matrix elements. On the other hand, the wave functions of
semiempirical models that employ a minimal basis set tend to
severely underestimate the charge separations of polar bonds,
resulting in Mulliken population charges or electrostatic-poten-
tial-fitted charges that are too small for use in condensed-phase
simulations. From the latter perspective, it is not critical to
enforce a perfect agreement with the experimental dipole mo-
ment of an isolated water molecule in the gas phase; in fact, it is

desirable to have a somewhat enhanced molecular dipole mo-
ment in view of the limitations of a minimal basis set for
describing polar bonds. The compromise we chose is to simply
require that the experimental dipole moment lies between the
Mulliken and total values.

The final data to be discussed in Table 3 are those for the water
dimer. Several previous NDDO methods give qualitatively incor-
rect geometries for the water dimer. The water dimer struc-
tures for all of the NDDO methods are shown in Figure 1, and
these structures may be compared to the best estimate35 of the
water dimer structure, which is shown in Figure 2. PMO not only
gives the qualitatively correct structure but gives reasonably
accurate geometrical parameters, as shown in Table 3. Further-
more, the reference value for the dipolemoment of the water dimer
is between the Mulliken and total values calculated by PMO.

Table 4. Potential Curvesa for Water Dimer in Hydrogen Binding Orientation (kcal/mol)

d(H-O) (Å) PMO AM1 MNDO PM3 RM1 PM6 PM3-D PDDG-PM3 M06-2X/MG3S CCSD(T)-F12b/aug-cc-pVTZ

0.948 83.1 88.9 122.1 61.9 72.3 74.9 39.6 61.2 82.0 83.6

1.248 16.6 26.2 47.1 22.2 13.6 15.2 11.3 17.7 15.5 16.8

1.448 2.6 11.8 27.2 9.3 2.9 1.6 2.5 4.7 1.7 2.4

1.648 -2.7 3.0 15.9 -1.3 -0.5 -2.9 -5.6 -3.3 -3.7 -3.5

1.948 -4.6 -2.8 6.7 -2.8 -0.9 -3.9 -5.1 -1.1 -5.5 -5.1

2.448 -3.7 -2.5 0.8 -1.7 -1.8 -2.8 -2.5 -1.9 -4.0 -3.8

2.948 -2.5 -1.3 -0.5 -1.1 -1.2 -1.7 -1.5 -1.3 -2.5 -2.3

3.948 -1.1 -0.6 -0.5 -0.5 -0.6 -0.8 -0.6 -0.6 -1.0 -0.9

4.948 -0.6 -0.3 -0.3 -0.3 -0.3 -0.5 -0.3 -0.3 -0.5 -0.5

5.948 -0.3 -0.2 -0.2 -0.2 -0.2 -0.3 -0.2 -0.2 -0.3 -0.3

6.948 -0.2 -0.1 -0.1 -0.1 -0.1 -0.2 -0.1 -0.1 -0.2 -0.2
aThe energies shown are relative to the energy of the dimer when d(H-O) = 99 Å.

Table 5. Potential Curvesa for Water Dimer in Repulsive Overlay Orientation (kcal/mol)

d(O-O) (Å) PMO AM1 MNDO PM3 RM1 PM6 PM3-D PDDG-PM3 M06-2X/MG3S CCSD(T)-F12b/aug-cc-pVTZ

2.0 40.5 12.9 44.4 13.7 23.2 16.3 5.9 20.4 43.5 44.5

2.5 10.0 1.2 11.3 4.0 2.7 3.9 1.2 2.9 9.1 10.1

3.0 3.5 1.5 3.6 1.7 1.6 2.5 0.6 1.6 2.9 3.1

4.0 1.3 0.8 0.8 0.7 0.8 0.9 0.5 0.7 0.9 0.9

5.0 0.7 0.4 0.4 0.4 0.4 0.5 0.3 0.4 0.5 0.5

6.0 0.4 0.2 0.2 0.2 0.2 0.3 0.2 0.2 0.3 0.3
aThe energies shown are relative to the energy of the dimer when d(O-O) = 99 Å.

Table 6. Interaction Energies (kcal/mol) at Water Dimer Stationary Pointsa

structure PMO AM1 MNDO PM3 RM1 PM6 PM3-D PDDG-PM3 referenceb

nonplanar open Cs -4.7 -2.8 7.5 -2.4 -0.9 -3.7 -2.3 -1.0 -5.0

open C1 -4.1 -2.2 7.3 -1.4 -0.2 -2.9 -1.2 0.3 -4.5

planar open Cs -4.1 -2.4 6.7 -1.4 -0.5 -3.0 -1.1 0.4 -4.4

cyclic Ci -2.7 -3.8 7.6 -0.2 -0.2 -3.4 0.2 0.8 -4.3

cyclic C2 -2.3 -3.4 7.8 0.3 0.2 -2.9 0.7 1.2 -4.0

cyclic C2h -2.3 -3.5 7.6 0.4 0.0 -3.1 0.7 1.3 -4.0

triply H bonded Cs -2.7 -3.8 3.7 -1.2 -2.6 -2.8 -0.6 -1.1 -3.2

doubly bifurcated C2h -1.3 -1.6 1.9 -0.6 -1.3 -1.0 0.5 -1.5 -1.4

nonplanar bifurcated C2v -3.0 -3.7 2.8 -1.2 -2.8 -3.0 -0.3 -2.3 -3.2

planar bifurcated C2v -2.6 -2.9 1.6 -1.1 -2.5 -2.3 0.0 -2.4 -2.3

mean unsigned deviation 0.7 1.0 9.1 2.7 2.6 0.8 3.3 3.2
aAll interaction energies in this table are with respect to two separated monomers at the monomer geometry of ref 35. bCoupled cluster value from
ref 35.
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A key issue in parametrizing semiempirical methods is to
achieve a realistic combination of noncovalent attractive inter-
actions and exchange repulsion. This has led to a variety of special
terms being added to the core-core repulsion, including Gauss-
ian modification terms.1,2,23 The performance of PMO to predict
the interaction energy between two water molecules over a wide
range of separation distances is discussed next.

We consider two relative orientations of the water molecules,
one being the hydrogen bonded orientation and the other, shown
in Figure 3, being a structure that we will label the repulsive
overlay. For the hydrogen bonded orientation, we start with the
optimum dimer structure of Tschumper et al., and we pull the
monomers apart along the O-H hydrogen bond direction. For
the repulsive overlay, we make the planes of the two monomers
parallel, with one water molecule precisely aligned with the other
one. In the first case, the interaction energy is determined as a
function of the O-H hydrogen bond distance, d(O-H), and in
the second, it is calculated as a function of the O-O distance,
d(O-O). In both cases, we calculated the potential energy curve,
relative to the separated monomers, by two high-level methods.
Note that the monomers are rigid in both structures. For the
hydrogen bonded structures, they are rigid at the geometries they

have in the dimer structure of Tschumper et al., and for the
repulsive overlay they are rigid at the experimental geometry45 of
the gas-phase water monomer. We use the same geometries for
the NDDO calculations and the high-level calculations. The
high-level calculations are carried out by the M06-2X density
functional46 with the MG3S47 basis and by the high-level CCSD-
(T)-F12b48 ab initio wave function method with the aug-cc-
pVTZ49 basis set. The latter should be close to the complete
configuration interaction limit.

Table 4 and Figure 4 show that only PMO and PM6 give
reasonably accurate potential curves for the hydrogen bonding
orientation, although the binding energy from PM6 is 1 kcal/mol
too weak in comparison with CCSD(T) results. The other
methods are not attractive enough, as seen by their prediction
of highly repulsive interactions at hydrogen-bonding distances, a
shortfall of the original MNDOmethod that led to the introduc-
tion of Gaussian terms in the core-core potential in the highly
successful AM1model. PM3-D was developed by adjusting some
of the original PM3 parameters after damped dispersion terms
are introduced, which yields an excellent binding energy, but the
hydrogen-bond distance at the minimum-energy geometry is too
short, and the potential energy curve dies off too quickly at
medium distances. The recently introduced RM1 model pro-
duced aminimum that is too far away for a good single hydrogen-
bonded complex and a shoulder with a much higher energy at a
distance shorter than the best estimate of the minimum. This is
reflected in the minimum energy configuration obtained with
RM1 (Figure 1), showing a bifurcated complex—a deficiency
that is also well-known for a water dimer in theMNDO and AM1
models. Table 5 shows that only PMO and MNDO give

Figure 2. Best estimate of the structure of the minimum-energy water
dimer from ref 35.

Figure 4. Potential energy curves (kcal/mol) for the hydrogen-bonding
configuration of a water dimer computed using various semiempirical, ab
initio wave function, and density functional methods, as labeled in the
figure. Distances are shown in angstroms.

Figure 1. Equilibrium water dimer structure predicted by various
semiempirical electronic structure methods.

Figure 3. “Repulsive overlay” water dimer.
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reasonable potential energy curves in the repulsive overlay
orientation, with the other curves not being repulsive enough.
Thus, the present parametrization succeeds in representing these
opposing types of interactions well, over a wide range of
distances.

Next, we consider a broad set of water dimer geometries.
In particular, Table 6 gives results at the geometries of all
10 stationary points on the water dimer surface that were
characterized by Tschumper et al.35 at the coupled cluster level,
where only one structure is a minimum and the others consist of
three first-order saddle points and six higher-order saddle points

(hilltops); the names of the structures are those given to them in
ref 35, and the structures are illustrated in Figure 5. Our
comparisons are carried out at these geometries without any
reoptimization; the goal is not to test what set of stationary
structures is predicted by the methods but rather to test whether
the potential energy surface is well reproduced over a range of
geometries at various locations on the high-dimensional poten-
tial energy surface. The table shows that PMO gives a qualita-
tively correct description of the various interaction energies, and
it is in better agreement with the accurate results than any
previous NDDO method, although AM1 ad PM6 do almost
as well.

Tables 7 and 8 present results for larger water clusters, up to
the octamer. These larger clusters are a severe test of the ability of
the PMO model to include nonadditive polarization effects
such as those that occur when a monomer interacts with other
monomers in more than one direction. Table 7 shows the
energies computed with each semiempirical model using
the structures from the work of Bryantsev et al.,50 who used
density functional theory (DFT) geometries and relative ener-
gies obtained by high-level (CCSD(T)) ab initio wave function
theory.

Whereas Table 7 is a comparison of interaction energies using
the set of fixed structures from ref 50, Table 8 provides a different
kind of test. For Table 8, the results were obtained with the fully
optimized structures for these clusters at each semiempirical
level; the structures of ref 50 were used as the starting points, and
the nearest lower-energy stationary points were sought for each
semiempirical model using the default geometry optimizer in
the MOPAC51 software program, which is based on a modi-
fied Broyden-Fletcher-Goldfarb-Shanno (BFGS) method.52

(A configuration was considered optimized when its gradient
norm fell below 0.5 kcal mol-1 Å-1.) The PMO optimized
structures obtained by this procedure are shown in Figure 6,
whereas those from other models are supplied in the Supporting
Information. Only the PMO calculations yield cluster structures
that closely resemble those of the DFT results of Bryantsev
et al.50 Furthermore, for PMO, the agreement is very good for all
cluster configurations. The data in Table 7 are quite revealing of
the deficiencies exhibited in each semiempirical model. As
expected on the basis of results for the dimer complex
(Table 4), MNDO gives strongly repulsive interactions for
these clusters at hydrogen-bonding geometries. In fact, at these
fixed hydrogen-bonding configurations, none of the previous

Figure 5. Stationary points on the water dimer potential energy surface
from ref 35.

Table 7. Interaction Energies (kcal/mol) of Water Clusters from Single-Point Calculations Using the Fixed Geometries from
Ref 50a

structure PMO AM1 MNDO PM3 RM1 PM6 PM3-D PDDG-PM3 reference

(H2O)2 -4.6 -2.9 7.1 -2.5 -0.9 -3.8 -4.3 -0.9 -5.0

(H2O)3 cycle -8.3 -2.3 40.6 -9.2 -1.4 -11.8 -20.9 -7.5 -15.8

(H2O)4 cycle -25.1 -5.8 45.0 -17.8 -6.7 -20.7 -28.5 -17.1 -27.4

(H2O)5 cycle -28.1 2.2 70.2 -18.6 -9.4 -24.5 -40.0 -25.1 -35.9

(H2O)6 cycle -41.3 -4.9 68.6 -27.5 -14.4 -32.8 -44.6 -30.6 -44.3

(H2O)6 cage -42.2 -16.0 78.0 -24.5 -7.0 -33.9 -44.2 -17.8 -46.0

(H2O)6 book -42.2 -10.1 74.8 -26.8 -10.3 -33.5 -45.2 -24.6 -45.8

(H2O)6 prism -42.3 -21.1 76.5 -21.9 -7.4 -34.9 -41.8 -14.4 -45.3

(H2O)8D2h -69.1 -22.6 121.4 -39.5 -12.4 -53.9 -70.6 -30.3 -72.6

mean unsigned deviation 3.9 28.3 102.3 16.6 29.8 9.8 2.1 18.9
a Structures and reference energies from ref 50. The interaction energy is calculated relative to the infinitely separated gas-phase monomers with
geometries frozen in the monomer geometry given in ref 50.
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semiempirical models are attractive enough in comparison with
CCSD(T) results, except PMO and PM3-D, in which dispersion
energies are explicitly modeled. The interaction energies for the
optimized structures do not show noticeable improvement after
the structures are fully relaxed in each previous semiempirical
model; as it turns out, AM1 and PM6 perform the best for the
larger clusters, whereas the binding energies from PM3-D
become too large for the larger water clusters. Table 8 shows
that the mean unsigned error of the present PMOmethod is only
1.5 kcal/mol for these water clusters. The success of the PMO
model for the cluster energetics at consistently optimized
geometries is a crowning achievement for the method.

A question of interest in parametrization is how much the
damped dispersion term contributes to the results. This is
illustrated for the water clusters in Table 9. In this table, PMOxD
is the result obtained excluding the damped dispersion term. D
denotes the contribution of the damped dispersion term, and
PMO is the total. Results are shown both for the accurate
geometries of Table 7 and for the consistently optimized
geometries of Table 8. We see that the dispersion contribution
ranges from 13 to 22% of the total binding energy, with the
percentage not depending strongly on cluster size. The average,
shown in the last row, is almost 20%. We may compare the
present result for the damped dispersion energy at the equilib-
rium geometry of the dimer to the percentage estimated by the ab
initio second-order symmetry-adapted perturbation theory
(SAPT2), which yields a damped dispersion contribution
of -2.49 kcal/mol, or 46% of the total interaction energy of
the cluster (-5.4 kcal/mol) computed at that level of
approximation.53 Note that the damped dispersion component
is not uniquely defined; the quantity called dispersion in SAPT2
includes all correlation effects on the direct induction energy53

(and hence it may also be called the correlation contribution to
the direct induction/dispersion). Su and Li54 use different
definitions; they label the sum of all four correlation components
of SAPT2 (direct static, direct induction/dispersion, exchange
static, and exchange remainder) as dispersion; applying the

Table 8. Interaction Energies (kcal/mol) of Water Clusters Computed Using the Optimized Structures at Each Theoretical
Modela

Structure PMO AM1 MNDO PM3 RM1 PM6 PM3-D PDDG-PM3 reference

(H2O)2 -4.7 -5.5 -1.0 -3.5 -2.8 -4.9 -6.5 -3.7 -5.0

(H2O)3 cycle -13.4 -15.3 -1.6 -10.1 -4.0 -13.3 -19.8 -10.2 -15.8

(H2O)4 cycle -26.0 -22.1 -3.1 -18.3 -10.0 -22.3 -31.8 -21.1 -27.4

(H2O)5 cycle -34.7 -31.8 -4.7 -23.8 -14.5 -29.4 -40.8 -28.0 -35.9

(H2O)6 cycle -42.6 -32.8 -5.1 -29.2 -18.3 -36.0 -49.1 -34.5 -44.3

(H2O)6 cage -43.9 -30.2 -4.8 -30.2 -16.1 -37.5 -60.9 -34.7 -46.0

(H2O)6 book -43.6 -38.9 -5.0 -30.0 -17.7 -35.1 -54.6 -34.9 -45.8

(H2O)6 prism -43.9 -39.4 -4.3 -29.7 -16.4 -39.3 -62.5 -35.0 -45.3

(H2O)8D2 h -72.4 -56.5 -6.9 -48.6 -24.0 -58.1 -93.8 -56.6 -72.6

Mean unsigned deviation 1.5 7.4 33.5 12.8 23.8 6.9 9.1 8.8
aThe starting geometries in all structural optimizations are taken from the DFT optimized geometries in ref 50. Reference energies are taken from ref 50.
The interaction energy is calculated relative to the infinitely separated gas-phase monomers with geometries optimized with the given method.

Figure 6. Optimized water clusters using the PMO method.

Table 9. Dispersion Contributions to the Energies of Water
Clustersa

at geometries of Table 7 at geometries of Table 8

structure PMOxD D PMO %D PMOxD D PMO %D

(H2O)2 -3.8 -0.8 -4.6 17 -3.9 -0.8 -4.7 17

(H2O)3 cycle -5.9 -2.4 -8.3 29 -11.0 -2.4 -13.4 18

(H2O)4 cycle -21.3 -3.8 -25.1 15 -21.9 -4.1 -26.0 16

(H2O)5 cycle -23.2 -4.9 -28.1 17 -29.6 -5.1 -34.7 15

(H2O)6 cycle -35.6 -5.7 -41.3 13 -36.6 -6.0 -42.6 14

(H2O)6 cage -33.6 -8.6 -42.2 20 -35.0 -8.9 -43.9 20

(H2O)6 book -35.0 -7.2 -42.2 17 -36.3 -7.3 -43.6 17

(H2O)6 prism -33.2 -9.1 -42.3 22 -34.8 -9.1 -43.9 21

(H2O)8D2h -55.7 -13.4 -69.1 19 -57.9 -14.5 -72.4 20

mean percentage ... ... ... 19 ... ... ... 18
a Energies are in kcal/mol, and %D is defined as (D/PMO) � 100%.
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Su-Li definition54 to the Rybak et al.53 calculation would yield a
“dispersion” contribution of -1.9 kcal/mol or 35%. Given the
nonuniqueness of the damped dispersion contribution, the
present results in Table 8 are physically reasonable.

The relative proton affinities (excluding, as in all other
comparisons in this article, the zero point and thermal vibrational
energy) are examined by considering the energy change of
proton transfer reactions from an oxonium ion to different bases.
Since these reactions involve charge migrations, they present
another challenge for methods to adequately treat polarization
effects. Table 10 compares the results of NDDO calculations to
the reference data, which are obtained by combining data for A
and AHþ (in the notation of the table heading) from a number
of sources27,41,42,55-57 with the proton affinity of water58 and
removing vibrational contributions. The table shows that PMO
yields better agreement with the reference results than do
previous NDDO models.

4. DISCUSSION

As mentioned in section 2, the parametrization reported here
represents a compromise. For example, we could find parameters
that give the precisely correct polarizability and dipole moment
of water; however, it would yield somewhat less accurate inter-
action energy curves for water dimers and binding energies of
water cluster than those in Tables 3-5.We also compromised on
fitting the dipole moment of water, simply requiring the accurate
value (1.85 D) to lie between the value (1.13 D) calculated from
the Mulliken charges and the value (2.19 D) calculated when
including the so-called hybrid terms (that is, the atomic
dipole terms). Another compromise is that we could obtain more
accurate results for water dimers and clusters, but at the expense
of lowering the polarizability of water and allowing the dipole
moment of water to deviate somewhat from the experimental
value. Our final compromise is to require that the polarizability of
water is accurate to within 15%.

The inclusion of polarization in force fields used for molecular
simulation makes them more realistic, but including polarization
in a molecular mechanics framework often involves approxima-
tions of uncertain physicality such as the introduction of artificial
charge centers, dual thermostatting in shell-type models, and the
need to partition the polarizability into atomistic contribu-
tions.59-64 The quantum mechanical framework presented here
avoids such devices and represents the polarizability naturally in
an SCF framework. Polarization is an important consideration in
parametrizing model chemistries. In a liquid, the dielectric
screening of electrostatics on average increases the magnitudes
of partial atomic charges and dipole moments of neutral mole-
cules. Thus, for a nonpolarizable model, the effective charges are

typically parametrized to yield molecular dipole moments about
15% to 20% greater than those in the gas phase; ideally this value
would be determined by carrying out simulations on liquids.
With polarizable force fields, there is a much greater chance of
incorporating polarization effects in response to the instanta-
neous fluctuations of surrounding solvent and in response to
changes in the local electrical field, and thus there is a greater
chance that a model can be reasonable both for molecules and
small clusters, on the one hand, and for liquids, on the other. In
fact, the success of the present model for water clusters ranging
from dimers to octamers is already encouraging. Future tests on
liquid water would be very interesting.

The parameters presented here are illustrative of the perfor-
mance with the present theoretical model in its simplest form. It
is anticipated that further refinement in parametrization and
improved functional form will be found in future work. For
example, the two-center terms can be optimized specifically for
each pair as a function of the internuclear distance rather than
using atomic parameters, or different functional forms may be
adopted for different pairs; for example, one can use the pairwise
core-core repulsion form suggested by Voityuk and R€osch.65

Clearly, the next step is to extend the current model to a much
larger data set and to a broader range of functional groups. The
dispersion terms used in the present PMO model were taken
directly from previous work; other functional forms66-68 and
parameters may be fully optimized for complex systems. For
condensed-phase simulations, such as liquid water, it is critical to
evaluate and further optimize the noncovalent attractive and
repulsive potentials in the framework of the X-Pol method. As a
model for the development of a next-generation force field for
macromolecular simulations, the accuracy may be further im-
proved by letting parameters depend on atom type and hybridi-
zation state—such a parametrization would be used only for
nonreactive systems or nonreactive subsystems.

The p orbital exponential parameter for hydrogen used here is
ζ = 0.88997 a0

-1. One may convert this to an equivalent
Gaussian exponential parameter R by the STO-1G prescription,
which yields21

R ¼ 0:175967ζ2

One then obtains R = 0.13937 a0
-2, which compares well to the

value R = 0.141 a0
-2 used for the diffuse p orbital in the STO-

3G(,P) basis set of paper 1 even though no such correspondence
was used in optimizing the parameters of PMOv1.

5. CONCLUDING REMARKS

We have developed a new parametrized semiempirical molec-
ular orbital model that includes polarization effects much more

Table 10. Proton Transfer Energies (kcal/mol) for A þ H3O
þ f AHþ þ H2O

a

A PMO MNDO AM1 PM3 PDDG/PM3 RM1 PM3-D PM6 reference source

H2 27.7 63.8 26.4 16.1 4.9 27.8 25.4 -7.3 66.7 51

OH- -220.0 -250.3 -247.8 -248.4 -248.3 -246.6 -249.8 -216.7 -223.1 27, 41, 42, 52

OH 17.1 14.6 12.6 8.9 8.7 13.2 8.3 0.1 26.0 41

H2O2 7.6 20.5 11.7 3.2 9.6 15.8 8.5 0.5 9.7 41, 42, 53

HO2 13.8 17.6 10.2 0.5 2.0 10.8 3.6 -7.1 7.8 51

O3 20.3 109.5 108.5 100.5 111.0 106.1 97.4 -8.9 17.4 51

MUDb 10.3 25.7 29.0 31.7 34.0 28.8 28.5 26.1
a For all NDDO calculations in this table, the geometry of each reactant and product was optimized at the level under consideration. bMean unsigned
deviation from reference values, which are based on the sources indicated in the last column.
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realistically than previous parametrizations, and we illustrated it
for calculations on systems composed of oxygen and hydrogen
atoms, such as water clusters and various protonated hydrogen-
oxygen compounds.

The difficulty in modeling hydrogen bonding interactions
using semiempirical models is well-known, and it has been a
continuing challenge since the original MNDO and subsequent
AM1 and PM3methods. Despite many efforts in parametrization
in the past 40 years, even with the very recent and carefully
parametrized PM6, the ability to describe hydrogen bonding
interactions remains the weakest feature in semeimpirical meth-
ods and the most difficult to improve. To extend semiempirical
methods to model biological systems as a quantal force field, this
is the key issue that must be solved. The present papers
demonstrated that there is a good theoretical foundation
(paper 1) and an excellent practical opportunity (paper 2) to
make this happen. We note that no other semiempirical methods
predict the water cluster geometries and energies even remotely
close to the ab initio results; the present PMO method can yield
good results for both the geometries and the energies of these
clusters.

The new method is available in a version of MOPAC
distributed free of charge on the Internet.51
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ABSTRACT: Treating the bulk phase with high-level ab initio methods, such as coupled cluster, is a nontrivial task because of the
computational costs of these electronic structure methods. In this part of our hydrogen fluoride study we make use of the quantum
cluster equilibrium method, which employs electronic structure input of small clusters and combines it with simple statistical
mechanics in order to describe condensed phase phenomena. If no parameter adjustment is applied, then the lower quantum
chemical methods, such as density functional theory in conjunction with the generalized gradient approximation, provide wrong
results in accordance with the description of the strength of the interaction in the clusters. While density functional theory describes
the liquid phase too dense due to overbinding of the clusters, the coupled cluster method and the perturbation theory at the
complete basis set limit agree well with experimental observations. If we allow the two parameters in the quantum cluster equilibrium
method to vary, then these are able to compensate the overbinding, thereby leading to very good agreement with experiment.
Correlated methods in combination with small basis sets giving rise to too weakly bound clusters cannot reach this accuracy even if
the parameters are flexible. Only at the complete basis set limit, the performance of the correlated methods is again excellent.

1. INTRODUCTION

Liquid hydrogen fluoride (HF) is a substance of importance for
the chemical industry as well as academic research, e.g., its superacidic
properties have been successfully employed for the investigation and
clarification of reaction mechanisms.1�3 However, the structural as
well as thermodynamic data available for liquid HF in literature has
been rather scarce, which is not surprising considering the highly toxic
and corrosive properties of this fluid. Indeed, it has been proposed to
rather calculate its properties than to measure them.4,5 However, the
accurate treatment of the liquid state in terms of computational
chemistry is still a nontrivial task. The most obvious choice for the
modeling of condensed systems lies in traditionalmolecular dynamics
simulations, which account for the intermolecular interactions being
important at high densities in terms of analytical potential functions
fitted to reproduce macroscopic experimental data. Although long
simulation times and large sample sizes can be realized in terms of this
approach, the quantummechanical character of themolecular system
is most often completely neglected and effects, like cooperativity or
spontaneous events, fall outside the reachof these kind of calculations.
Ab initio molecular dynamics simulations can account for these
deficiencies, but due to the large computational effort, simulation time
as well as sample size are restricted considerably in these models,
which makes the prediction of thermodynamical quantities very
difficult for systems exhibiting many degrees of freedom. The
quantum cluster equilibrium (QCE) theory6 circumvents the com-
putational time bottleneck, i.e., these sampling problems, bymodeling
the liquid phase as a thermodynamic equilibrium of distinct cluster
structures, for which an approximate but analytical partition function
and thus a gateway to the thermodynamics of the condensed phase is
available. Furthermore, the introduction of highly accurate post-
Hartree�Fock electronic structure data, such as the coupled cluster
method, is possible.

In cases of highly associated liquids, numerous successful
applications of the QCE model in this field were demon-
strated.7�21 However, liquid HF as one of the most generic
associated systems has not been in the focus of the QCE
approach so far, although there are several other computational
studies dealing with this substance in literature.22�34 Most
computational approaches toward HF in terms of static ab
initio methods were mainly concerned with cooperative effects
in isolated cluster structures,22�29 but several traditional as well
as ab initio molecular dynamics studies on liquid HF have also
been published, which mainly deal with structural aspects of the
fluid phase.30�34

Ab initio molecular dynamics simulations31,34 indicate a predo-
minance of chain-like structures in liquid HF at ambient as well as
supercritical states. In contrast, experimental studies do not definitely
attest this observation but rather assume an equality between the
structure of the solid (parallel zigzag chains) and the structure of the
liquid.35 This is also true in case of the elevated temperature regime,
for which structural changes of the hydrogen-bonded species are
indicated, but no prediction about the kind of these changes could be
made.35 Furthermore, important electron correlation effects have
been neglected in these studies so far. Earlier experimental investiga-
tions also explicitly discuss the occurrence of cyclic species in the
liquid phase andhighlight that cooperative effects, which are assumed
to play only a minor role in the liquid, could as well seriously affect
the liquid phase structures of strongly associated liquids, such as
water or HF.36

The purpose of this article is to apply the coupled cluster method
to the liquid phase of HF via the QCE approach. To the best of our

Received: January 31, 2011
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knowledge, the coupled cluster method has never been combined
with the QCE approach. It has been used to derive ab initio force
field parameters,37 but it has not been used directly in condensed
phase calculations.

The article is organized as follows. A short introduction to the
QCEmethod is given in the next section, Section 2. After this, the
investigated structures are presented and the appropriate binding
energies are discussed. In Section 3, the results for the liquid
phase are presented, and the influence of the electronic structure
method is investigated. Finally, the behavior at the phase transi-
tion is presented.

2. THEORY

2.1. Quantum Cluster Equilibrium (QCE) Method. A full
derivation of the QCE theory can be found elsewhere,8,9,13,38

with the most detailed description in refs 9 and 13. As laid out in
these references, the basic idea of the QCE model is a thermo-
dynamic equilibrium between different sized clusters and one
corresponding reference monomer. The equilibrium equation
thus reads

C1 /
C2

ið2Þ / ... /
CP

iðP Þ / ... /
Cη

iðηÞ ð1Þ

Here CP denotes a cluster of i(P ) monomer units up to i(η)
monomer units forming the largest cluster, and η represents
the total number of clusters considered in the mixture. Using the
relation between the molecular partition function qP of the
particle P and the chemical potential μP for which the same
equilibrium holds, as in eq 1:

μP ¼ � kT ln
qP
NP

� �
ð2Þ

followed by application of the particle conservation

NA ¼ N1 þ ið2ÞN2 þ ... þ iðP ÞNP þ ...þ iðηÞNη ð3Þ
leads to the crucial step of the QCE calculation, i.e., an iterative
cycle for the root finding of the population polynomial and the
volume polynomial. Here k denotes the Boltzmann constant, T
the temperature, NA the Avogadro number, and NP the particle
number of particle P . Using moles nP =NP /NA instead of
particle numbers, the population polynomial for the monomer
as reference species is given by the following expression:

0 ¼ � 1þ ∑
η

P ¼ 1

iðP ÞqPNiðP Þ � 1
A

qiðP Þ
1

" #
niðP Þ
1 ð4Þ

If there are cluster sizes which do not exist in the chosen cluster
mixture, then the vanishing partition function qP for this
particular i(P ) value will ensure the correct form of the
polynomial. The populations of all other clusters are completely
determined in terms of the monomer population6,8 and allow the
calculation of the canonical QCE partition function Qtot accord-
ing to

Q tot ¼
Yη
P ¼ 1

QP ðfNP g,V ,TÞ ¼
Yη
P ¼ 1

qNP
P

NP !
ð5Þ

The molecular partition function qP may be decomposed
into its molecular degrees of freedom assuming that those are

independent of each other

qP ¼ qtrP 3 q
rot
P 3 q

vib
P 3 q

el
P ð6Þ

with the superscripts denoting translational, rotational, vibra-
tional, and electronic contributions, respectively. By employing
the relationship between pressure p and the partition function
Qtot, a third-order polynomial for the phase volume V can be
derived, yielding

0 ¼ � pV 3 þ kT ∑
η

P ¼ 1
NP þ pVexcl

" #
V 2 � ∑

η

P ¼ 1
NP iðP Þamf

" #
V

þ ∑
η

P ¼ 1
NP iðP Þamf

" #
Vexcl ð7Þ

In this equation Vexcl denotes an excluded volume term
according to the population-weighted sum of the cluster volumes
and amf an empirical cluster�cluster interaction parameter
described in the following.
In order to treat interactions between clusters (intercluster

interaction), a van der Waals-like meanfield term of the form

uintP ¼ uintP ðiðP Þ,VÞ ¼ � amf
iðP Þ
V

ð8Þ

was suggested, with amf being a substance-specific scaling factor,
and V the overall phase volume as obtained from the volume
polynomial (eq 7).6 The energy term entering the electronic
cluster partition function qelP is thus given as the sum of the
intracluster and intercluster interactions, and qelP is obtained
from

qelP ¼ expð�½EintraP þ uintP �=kTÞ ð9Þ
where EintraP denotes the adiabatic intracluster interaction energy
according to

EintraP ¼ EP � iðP ÞE1 ð10Þ
Please note that besides amf the model depends on another

parameter (bxv). It scales the cluster volume estimates according
to the sum of van der Waals spheres so that it can be excluded for

Figure 1. Ball-and-stick model of the investigated clusters as obtained
by MP2/TZVP calculations. C denotes chain structures whereas R
denotes cyclic structures. The R26 cluster is built up of two stacked six-
membered rings.
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translation.8 Both parameters amf and bxv are determined by a
parameter optimization technique (PO) which works as follows:
Different combinations of values for amf and bxv enter a QCE
calculation yielding different isobars Vc(T). For each of these
isobars an error norm )ΔV ) with respect to an experimental
reference isobar Vr(T) is determined according to

) ΔV ) ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
∑
T
ðVcðTÞ � VrðTÞÞ2

r
ð11Þ

with the summation running over all temperatures. The combi-
nation resulting in the lowest error norm is taken to be most
reliable.18

In order to investigate the impact of certain clusters or cluster
motifs on the liquid phase and to identify destabilizing structures,
a cluster set optimization procedure (CSO) is additionally
carried out, i.e., clusters giving populations below a certain
threshold value over the whole temperature range are system-
atically left out and taken into account, and thereby for each
permutation, a new cluster set is obtained. For each of these sets a
parameter optimization is carried out. Finally, the cluster set
together with its optimized parameters that yields the lowest
error norm is taken to be the best result.
The QCE calculations were performed employing our own

software, i.e., the PEACEMAKER code.38 This code is freely
available from http://www.uni-leipzig.de/∼peacemaker/.

3. RESULTS

In order to performQCE calculations we need a set of clusters
with characteristic topologies similar to a basis set in quantum
chemical calculations. The clusters building up the set should
represent certain motifs of the investigated phase rather than
portray the phase in analogy to a complete basis set in quantum
chemistry. In case of HF we chose different sized ring and chain
structures. Furthermore we included the R26 cluster which
consists of two stacked ring structures. Figure 1 shows all clusters
from which certain examples were used as input in the following
QCE calculations.
3.1. Interaction Energies. The interaction energies which

enter eq 10 for the different clusters are calculated with different

electronic structure methods, see table 1. Computational details
can be found in ref 39. Concerning the basis set superposition
error, ref 40 shows that the CP-corrected energies converge from
above to the complete basis set limit, whereas the noncorrected
values converge from below to the complete basis set limit with
increasing basis sets. Therefore, the energies applied to the QCE
calculations are the averaged values of CP-corrected and un-
corrected energy.
As one can see from Table 1, energies as obtained by the

density functional theory (DFT) approaches are smaller, and
thus clusters are suggested to be more stable than those obtained
by the MP2 and the CCSD(T) approach. Regarding the MP2
calculations, one observes a strong basis set dependence with
slightly increasing stability of the clusters when enlarging the
basis set applied. A similar trend is observed when improving the
level of theory from MP2 to CCSD(T) except for the six- and
eight-membered rings, where results are comparable for both
methods. For further discussion of energies see ref 39.
3.2. CondensedPhase Calculations: Liquid. In the following

we will use the quantum chemically obtained cluster energies and

Table 1. Adiabatic Interaction Energies EintraP According to eq 10 for All Investigated Clusters and Different Electronic Structure
Methodsa

CCSD(T) MP2 B-P86 PBE

cluster i(P ) CBS CBS QZVP* QZVP TZVP TZVP TZVP

C2 2 �19.48 �19.19 �18.73 �18.73 �18.54 �19.23 �22.92

C3 3 �45.13 �44.60 �43.58 �43.57 �42.98 �45.74 �53.13

R3 3 �65.12 �63.99 �62.06 �62.06 �56.80 �69.38 �78.39

R4 4 �119.01 �118.43 �115.12 �115.12 �106.36 �131.97 �145.17

C6 6 � � � � �129.88 �145.05 �163.15

R6a 6 �198.72 �198.85 �193.09 �193.04 �183.78 �223.57 �244.80

R6b 6 �199.05 �199.19 �193.41 �193.41 �183.95 �224.34 �245.55

R8a 8 �268.81 �269.00 �261.30 �260.82 �250.46 �303.98 �331.77

R8b 8 �269.11 �269.40 �261.92 �261.81 �250.84 �305.27 �333.54

C10 10 � � � � �254.41 � �
C12 12 � � � � �317.70 �368.30 �
R26 12 �415.07 �412.41 �397.82 �397.82 �375.71 �447.04 �499.42

aAll energies in kJ/mol. Some results are missing because the corresponding geometries are no minimum structures.

Figure 2. Isobars from different quantum chemical methods without
adjusting the parameters, i.e., the QCE(0) model.
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harmonic frequencies from ref 39 in order to calculate thermo-
dynamic data of the condensed phase. In order to compare the
different levels of electronic structure theory, the smaller clusters
1, C2, C3, C6, R3, R4, R6a, R6b, and R8a are considered only,
and the R8b, C10, C12, and R26 clusters are neglected within the
first part and will be taken into account in the latter part of this
article. Furthermore, to gain insight into the performance of
the electronic structure methods, we first apply the quantum
cluster equilibrium theory without adjusting the parameters.
Thus, the next section shows the obtained isobars from the
QCE(0) model.
3.2.1. Evaluation of Methodology: QCE(0). In this section we

will only show the isobars calculated from applying amf = 0 and
bxv = 1, i.e., the QCE(0) model. Thus, there is no interaction
between clusters, and the cluster volume is taken into account as
the unscaled van der Waals estimate. From the behavior of the
obtained isobars we can estimate the influence of the electronic
structure method applied, see Figure 2. The orange curves show
the DFT results, the blue ones mark MP2 values, and in green we
give the CCSD(T) data. All curves show a phase transition which
is quite fascinating, keeping in mind that all input stems from static
quantum chemical calculations of isolated particles. By setting
the QCE parameters to 0 and 1, respectively, a cluster gas is
represented. The phase transition as obtained by the DFT
methods occurs at higher temperatures than measured by experi-
ment. The calculated volumes are too small which can be explained
in terms of “overbinding” as indicated in Table 1. Concerning
MP2 values in combination with Ahlrichs basis sets, we observe an
opposite trend: At the triple-ζ basis set the temperature of the
phase transition is observed to be smaller than measured by
experiment. In this case too large volumes indicate “underbind-
ing”. This is reduced with increasing basis sets. The phase
transition temperature at the complete basis set limit (MP2 and
CCSD(T)) is found to be reliable. It is clear that this observation
has an impact on the condensed phase. The question is to what
extend the QCE parameters can compensate these shortcomings
of some of the electronic structure methods when they are
optimized.
There is one other aspect worth mentioning. MP2/QZVP*,

MP2/CBS, and CCSD(T)/CBS all rely on the same harmonic
frequencies and geometries. Therefore, the influence of the
accurate calculation of the energy is clearly recognizable. Both
curves obtained at the CBS are based on very sophisticated
energetics, see ref 39, which thereby can be identified as a
necessary prerequisite for an accurate prediction of the phase
transition point in the frame of the QCE(0) approach.

3.2.2. Liquid Phase: Isobars and Thermal Expansion Coefficient.
Wenow turn to the optimizedQCEmodel in the liquid phase, i.e., to
those calculations inwhichwe adjusted the amf and bxv values in order
to describe the real liquid. Table 2 shows the optimized parameters
(PO) amf and bxv together with the appropriate error norm )ΔV ) as
well as the result of the cluster set optimization (CSO) with regard to
the experimental volume for each method applied.
Table 2 shows that overbinding as observed in case of the DFT

calculations can be compensated by optimizing QCE parameters,
as here the obtained error norms are comparable to those of the
post-Hartree�Fock methods at the complete basis set limit. The
MP2 values combined with Ahlrichs basis sets in contrast show
deviations which are larger by factor 10. In order to compensate
the smaller interaction energies the MP2/TZVP combination
provides a larger meanfield parameter amf and free volume
correction bxv. Thus, one can assume that underbinding in-
tracluster energies demand to be balanced by larger intercluster
interactions in order to reproduce liquid phase behavior. How-
ever, the compensation of the underbinding in terms of the
meanfield contribution is not as accurate as the overbinding
correction for DFT, as can be seen in the large )ΔV ) values
obtained for the finite basis set MP2 methods. As a verification,
we also adjust a QCE calculation to PBE/TZVP energies and
MP2/QZVP* frequencies and geometries. The obtained values
are amf = 0.0246, bxv = 1.3680, and )ΔV )= 0.236. Thus over-
binding can easily be corrected which is reflected in the smaller

Table 2. Optimized QCE Parameters (amf/bxv) and Error Norm (in mL) of the Different Methods Employed in This Studya

PO CSO

method amf bxv )ΔV ) amf bxv )ΔV ) cluster

PBE/TZVP 0.0253 1.361 0.226 0.0253 1.361 0.226 1, R4, R6a, R6b, R8a

B�P86/TZVP 0.0239 1.372 0.246 0.0238 1.370 0.240 1, C6, R6a, R6b, R8a

MP2/TZVP 0.0672 1.663 3.888 0.0671 1.663 3.886 1, R3, C3, R4, C6, R6a, R6b, R8a

MP2/QZVP 0.0349 1.495 2.280 0.0346 1.492 2.240 1, R3, C3, R4, R6a, R6b, R8a

MP2/QZVP* 0.0348 1.494 2.265 0.0344 1.488 2.224 1, C3, R4, R6a, R6b, R8a

MP2/CBS 0.0255 1.357 0.261 0.0253 1.354 0.254 1, R3, R6a, R6b, R8a

CCSD(T)/CBS 0.0256 1.359 0.265 0.0253 1.354 0.250 1, R6a, R6b, R8a
a First block: parameter optimization (PO), and second block: cluster set optimization (CSO). Stepsize in PO amf = 0.0001 and bxv = 0.001. Population
threshold for CSO 2%.

Figure 3. Liquid phase isobars from different quantum chemical
methods by adjusting the two parameters amf and bxv.
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amf value compared to the pure MP2/QZVP* or MP2/CBS or
CCSD(T)/CBS calculations.
Previously, we found that optimizing the cluster set, i.e., excluding

some clusters can lead to tremendously improved results thus
addressing a destabilizing nature to some clusters.19 This does not
apply to HF, where we found only minor differences leading to
improved )ΔV ) as small as 0.01mL.However, one important result
of the CSO procedure is that the six- and eight-membered ring
structures are selected independent of the level of theory and the
basis set applied, which will be discussed later.
The isobars from the above-discussed PO calculations are

depicted in Figure 3. As observed already from Table 2, PBE/
TZVP, B�P86/TZVP, MP2/CBS, and CCSD(T)/CBS show

excellent agreement with experiment, while the other MP2 values
are much more departing from experiment. The large basis set
dependency for MP2 is also apparent from Figure 3; compare blue
curves with different symbols. These results also show that in aQCE
calculation the parameter optimization is unable to account for all
deficiencies of the electronic structure methods. While overbinding
can be compensated, even slight underbinding is not correctable by
a sophisticated choice of parameters.
In order to learn about the topology of liquid phase structures

we also show the populations as obtained by the cluster set
optimization in Figure 4.
Independent of the methodology, only the ring clusters contain-

ing six and eight monomer units contribute significantly. For all

Figure 4. Populations for the different electronic structure methods as obtained from the CSO QCE calculations.
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methods the R6a population increases with increasing temperature,
and we observe the highest individual cluster population for the R6a
cluster for all methods except for the B�P86/TZVP approach. The
cluster R8a also contributes significantly, and its population de-
creases for all methods with increasing temperature. It is clear from
simple rules of thumb that themore hydrogenbonds are formed, the
more stable ring clusters are in the gas phase.However, the larger the
ring clusters are the more they resemble chain clusters which was
stated by Hammes-Schiffer and co-workers.41 Therefore, it is
reasonable that the larger clusters show higher populations than
the smaller clusters which will be further investigated in Section
3.2.3.
Figure 5 shows the temperature dependency of the thermal

expansion coefficient. Please note that this quantity is calculated
according to

R ¼ 1
V

DV
DT

� �
ð12Þ

and, thus, does not directly depend on the partition function but
on the volume and its first derivative. This is the reason why those
methods able to accurately reproduce the phase volume yield
values for the thermal expansion coefficient are in good agree-
ment with experimental data.
3.2.3. Extending the Motifs: Larger Chain Clusters. Turning

now to QCE calculations with larger clusters, we show the results
of the B�P86/TZVP data including the R8b, C12, and R26 and
of the MP2/TZVP input data including the R8b, C10, C12, and
R26 clusters, see Table 3. The choice of these two methods is
related to the fact that for other electronic structure methods, the
C10 and C12 are no minimum structures. The amf value is
decreased for the B-P86/TZVP input data and increased in case

of the MP2/TZVP. However, the accuracy is not improved but
slightly worse than for the smaller cluster set.
This is also the case if instead of a PO calculation a CSO

calculation is chosen, see Table 3. The results are slightly worse
than for the CSO with the smaller cluster set. Regarding the
population, almost nothing changed compared to calculations
applying the smaller cluster set, as the dominant species still
consist of six-membered and eight-membered rings (populations
not shown here).
3.3. Phase Transition: Isobars. In this section we consider the

results up to the boiling point with optimized parameter values
from a new PO calculation. In this case the reference isobar only
consists of two values at the temperatures 292.15 and 293.15 K,
the highest temperature in the liquid phase and the lowest

Table 3. Optimized QCE Parameters (amf/bxv) and Error Norm (in mL) of the Different Methods Employed in This Studya

PO CSO

method amf bxv )ΔV ) amf bxv )ΔV ) cluster

B-P86/TZVP 0.0225 1.366 0.255 0.0225 1.366 0.255 C1, R4, R6a, R6b, C6, R8a, R8b

MP2/TZVP 0.0674 1.668 3.904 0.0672 1.667 3.889 C1, C3, R3, R4, C6, R6a, R6b, R8a, R8b, R26
a First block: parameter optimization (PO), and second block: cluster set optimization (CSO). Stepsize in PO amf = 0.0001 and bxv = 0.001. Population
threshold for CSO 2%.

Figure 5. Thermal expansion coefficient R for different quantum
chemical methods as obtained from the CSO QCE calculations.
Experimental data from ref 42.

Figure 6. Liquid�gas phase transition isobars from different quantum
chemical methods by optimizing the two parameters amf and bxv for the
phase transition.

Table 4. Optimized QCE Parameters (amf/bxv) and Error
Norm (in L) of the Different Methods Employed in This
Studya

PO

method amf bxv )ΔV )
PBE/TZVP 0.0088 1.009 19.920

B�P86/TZVP 0.0092 1.005 19.698

MP2/TZVP 0.0419 1.001 3.650

MP2/QZVP 0.0283 1.153 11.900

MP2/QZVP* 0.0754 3.103 12.033

MP2/CBS 0.0169 1.005 15.834

CCSD(T)/CBS 0.0171 1.005 15.733
a Stepsize in PO amf = 0.0001 and bxv = 0.001.
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temperature in the gaseous phase, respectively. Of course, the
selection of adjustment temperatures might be enhanced, how-
ever, for a first indication of the performance at the boiling point,
this two-point fit is sufficient enough. The corresponding results
are shown in Figure 6, and the obtained parameters from this
two-point adjustment are given in Table 4. Please note that in
Table 4 the squared deviations are given in L and not in mL.
Thedifficulty in reproducing thephase transition is apparent by the

fact that (in the gas phase) now different error cancellations play a
role, and therefore different quantum chemicalmethods performbest
contrary to the behavior in the bulk liquid phase. From Figure 6 and
Table 4 we recognize that MP2/TZVP with its smallest interaction
energies yields the highest accuracy. While DFT performs worst, the
numbers from the best electronic structure method lie in between.
Interestingly the excluded volume is almost not scaled (bxv = 1) in
order to account for the gas phase. Please note that we did not allow
this parameter to shrink beyond 1.0 in this particular optimization.
In Figure 7 we show the cluster populations as they occur in

our QCE calculations for four selected electronic structure
methods. Please note that the neglected electronic structure
cases give similar results to those methods which they match
regarding the isobars. Obviously, the good performance of MP2/
TZVP is due to the population of the monomer species, and the
bad performance of DFT is due to the missing occupancy of the
monomer species. Interestingly, in the region of the boiling point

the vapor phase consists still of a variety of different clusters, for
example both six-membered rings and even the eight-membered
rings contribute to some extent. McGrath et al. have recently
investigated the vapor of HF from ab initio Monte Carlo
simulations.43 Although the authors worked at much higher
temperature, they found the prominence of monomeric species
as well, next to some populations of a six-membered ring.43

4. CONCLUSION

We presented the first quantum cluster equilibrium (QCE)
calculations for the liquid phase based on highly accurate CCSD(T)
computations of the underlying cluster structures. Furthermore the
coupled cluster method and the second order Møller�Plesset
perturbation theory (MP2) were applied at the complete basis set
limit. In order to compare the outcome of the QCE calculations, we
also applied other electronic structure data as input. These were
obtained from density functional theory (DFT), namely B-P86/
TZVP and PBE/TZVP, and from the MP2 method in combination
with different Ahlrichs basis sets. The interaction energies are such
that DFT provides strongest hydrogen bonds, MP2/TZVP weakest
interaction energies, and the CCSD(T) and MP2 at the complete
basis set limit values in between in high agreement with experimental
data. The QCE(0) calculations were carried out without taking
additional interaction or volume scaling into account. For all

Figure 7. Liquid�gas phase transition populations for different quantum chemical methods by optimizing the two parameters amf and bxv for the phase
transition.
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electronic structure methods this led to isobars with boiling points
more or less away fromexperimental values.While theDFTmethods
provided too small volumes and therefore too large densities showing
thewell-knownbehavior of overbinding, theMP2/TZVPvalueswere
slightly too large, and the data obtained from the complete basis set
limit calculations were very close to the experimental boiling point.

In order to model a realistic liquid, the two parameters were
adjusted, and it was found that DFT and the correlated electronic
structure methods at the complete basis set limit agreed best with
the experimental isobar. For theMP2 combinationswith the smaller
basis sets no such agreement with experiment could be achieved
despite the fact that two parameters are used. From the populations
we learned that an important topology lies in the six- and eight-ring
clusters. While the former is increasing with higher temperature, the
latter is decreasing. Inclusion of larger chain clusters did not change
the picture significantly, still the six- and eight-membered rings
played the dominant role in order to reproduce the liquid phase.

We also provided a first estimate of the performance at the phase
transition. Here different error cancellations played a role. For
example, the weakest bound structures (MP2/TZVP) were now
leading to the best agreement with the experimental curve, because
the gas phase can be modeled more accurately by those methods
which yield less stable hydrogen bonds. In all cases we found a
variety of clusters with small populations at the vapor phase in
agreement with literature.43 In further studies we will examine these
issues in more detail and investigate other cluster structures.

To summarize, we can say that in order to arrive at a consistent
multiscale condensed phase description based on the resolution
of the electronic structure, the accurate treatment of the under-
lying electronic structure problem is necessary. However, if one is
only interested in good agreement with experiment, a pragmatic
point of view in which error cancellation is taken into account is
possible if overbound cluster energies are used for the liquid
phase and underbound energies for the gas phase.
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ABSTRACT: In this paper, we present the new implementation of partial triples for the dipole moment of doublet radicals in
Lagrangian formulation of Fock-space multireference coupled cluster (Λ-FSMRCC) response method. We have implemented a
specific scheme of noniterative triples, in addition to singles and doubles schemes, which accounts for the effects appearing at least at
the third order in dipole moments. The method is applied to the ground states of OH, OOH, HCOO, CN, CH, and PO radicals.

I. INTRODUCTION

Single reference coupled cluster (SRCC)1-7 has been ac-
cepted as the state-of-the-art method for the electronic structure
calculations. It has been successfully implemented for the energy,
gradients, molecular properties, and potential energy surfaces.8-18

In general, SRCC introduces dynamic electron correlation, which
keeps electrons apart. It is well-known that triple excitations in
SRCC contribute to the energy from fourth order onward. So far a
different version of the SRCCmethod with full or partial inclusion
of triples with increasing precision has been developed19-24 for
energy. The noniterative triples are routinely used for high
accuracy with an economical treatment of triples. The full in-
clusion of triples is expensive, though in the SRCC it has been
implemented by Bartlett and co-workers21 for energy. The
perturbative treatment of the quadruple excitations has also been
attempted23,25 in single reference context. However there are
cases which involve several configurations which make nearly
equal contribution (quasidegenerate) to the exact wave function,
i.e., bond-breaking situations in the ground or excited states,
where SRCC fails. The restricted open (RO) shell-based CC
method,26 which uses a linear operator have been successful in
describing the quasidegenerate cases. Though in single reference
framework, selected triple and quadruple level excitations27,28

have been considered for quasidegenerate cases,29,30 multideter-
minantal or multireference coupled cluster (MRCC) methods
have emerged as the methods of choice to take into account the
quasidegenerate molecular systems.31 Among the multireference
methods, the effective Hamiltonian-based32-34 MRCCmethods
provide multiple roots via diagonalization of the effective
Hamiltonian within the model space. This subclass mainly spans
two approaches: namely the Hilbert-space (HS) MRCC35-37

and Fock-space (FS) MRCC.39-44 HSMRCC assumes different
vacua for different configurations in the model space with same
number of electrons and a state universal wave operator to
introduce themodel space to virtual space excitations. Themethod
is suitable for potential energy surface (PES) studies31 and situa-
tions involving curve crossing.However for PES, the state-selective
MRCC method developed by Mukherjee and co-workers45,46 has
been found to be more attractive in recent years from the point
of view of circumventing the problem of intruder states. The

FSMRCC theory was originally formulated by Kutzelnigg,38

Mukherjee,39-41 and Lindgren,42 and applications to atoms were
made by Kaldor and co-workers.43 The FSMRCC applications to
molecules were performed by Pal et al.44 FSMRCC is based on the
concept of a common vacuum and assumes a valence universal
wave operator to describe the various states, which are generated
by addition and/or removal of electrons to/from the common
vacuum, usually the closed-shell RHF configuration. FS methods
are suitable for the difference energy calculations and thus describe
ionized, electron attached, or excited states of a closed-shell sys-
tem. However, both these methods suffer from the problem of
intruder states. This problem can be avoided with the help of
intermediate Hamiltonian-based33 formulation both in Fock47,48

as well as Hilbert spaces.49,50

The important feature of both themultireference formulations
is their size extensivity. On the other hand, equation of motion
(EOMCC)51-57 or linear response CC (CCLR) methods58-60

use a linear operator for an excited state but an exponential
operator for the ground state. The EOMCC method has been
extensively developed for ionized,53,54 electron-attached,55 and
excited-state51 problems. The similarity transformed EOMCC
method (STEOMCC), which is size extensive, was developed by
Nooijen and co-workers.61,62 For one valence problem, EOMCC
and FSMRCC are equivalent. However, such equivalence breaks
down for excited state. EOMCC contains certain unlinked
diagrams which are associated with charge-transfer separability.61

The spin-flip EOMCC method has also been introduced as a
clever way to describe the multireference states.63 The symmetry-
adapted cluster expansion configuration interaction (SACCI)64,65

andmethod ofmoments coupled cluster (MMCC)66,67 have also
been successful in describing some quasidegenerate problems.
There are several implementations of the full and partial inclu-
sion of the triples within the Fock-space68-71MRCC. Pal and co-
workers included noniterative triples for ionization potential68,69

and excitation energies,70 within a FSMRCC scheme, and
Bartlett and co-workers included full triples correction for
excitation energies.71 The full triples correction to excitation
energies in intermediate Hamiltionian FSCC has been pursued
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currently by Musial et al.72 The inclusion of iterative and non-
iterative triples in EOMCC73-77 and state-selective approaches78,79

for energy calculations has also been attempted. The perturbative
triples corrections to EOM-IP-CCSD was introduced by stanton
and Gauss.80 Recently, perturbative triples correction to EOM-EA-
CCSD has been done byManohar et al.81 The selected set of triples
defined through the active orbitals in EOMCCSD (EOMCCSDt)
has also been attempted.82 Recently, Krylov et al. employed the
noniterative perturbative triples correction to the spin-flip EOMCC
(SF-EOMCC) method for excitation energies.83 The nonitera-
tive energy corrections to MMCC for excitation energy has been
achieved by Piecuch et al.84

Formulation of energy derivatives using multiroot CC meth-
ods is a challenging task. The response theory has been a valuable
theoretical tool to study molecular properties.85,86 Along the
lines of nonvariational CC (NVCC) response approach of
Monkhorst, a response approach was developed for FSMRCC
formulation87,88 and implemented for FSMRCC-based dipole
moments of various ionized/electron-attached states as well as
excited states. This method explicitly calculates the first deriva-
tives of all cluster amplitudes89,90 and thus was not a satisfactory
approach. Extending the idea of the Lagrange multipliers for the
specific root of the effective Hamiltonian, Pal and co-workers
developed the response approach within the MRCC framework
(Λ-MRCC). This approach was formulated for the Hilbert-
space91 as well as Fock-space92 MRCC methods. This formula-
tion is very general and can be implemented in any method.
Recently this was implemented for the generalized van Vleck
perturbation approach.93 Szalay94 independently formulated
similar approach based on Lagrangemultipliers for the FSMRCC
method. Though in principle, Szalay’s approach can be used for
general model spaces, this was implemented only for complete
model spaces.95 Λ-FSMRCC method was successfully imple-
mented for the dipole moment96 and polarizability97 of the
doublet radicals as well as excited states98 of molecules. The
initial implementation was within singles and doubles (Λ-
FSMRCCSD) approximation. Response theory for molecular
properties has been pursued by Jorgensen et. al in LR-CC
formalism.99 Theory for analytic energy derivatives in EOMCC
method was proposed by Stanton100 and implemented by
Stanton and Gauss.101,102 Nooijen and co-workers implemented
gradients in STEOMCC,103,104 using Lagrange multipliers. Ana-
lytic gradients for SF-EOMCCmodels at the singles and doubles
level has also been proposed recently.105

However, to improve the accuracy of the molecular properties
of the outer valence as well as some of the inner valence states, it
is important to include the effects of triples. However, inclusion
of full triples is computationally expensive. This limits the
applicability of the method to small molecules or to moderate
basis sets. Hence, partial inclusion of the triples is more practic-
able, and this has been implemented in this work. Since triples are
added on the basis of perturbative order, it does not guarantee
that inclusion of triples will improve molecular properties toward
the Full CI (FCI), due to oscillatory nature of the perturbation
series. Analytical derivatives for CCSD with various levels of
triples excitations has been analyzed long ago.106,107 Gauss
et al108 implemented analytical gradients for the CCSDT model.
Recently, parallel calculation of CCSD(T) has been achieved for
analytic first and second derivatives.109 In the context of SRCC,
the importance of triples to the dipole moment has also been
analyzed.110 Triples excitation in the linear response CCmethod
for excited-state properties was studied iteratively.111

In this paper, we present the first implementation of partial
triples corrections to the response properties for Lagrange-
based formulation within Λ-FSMRCC for the first-order
electric property. We have implemented the terms coming
from triples whose contribution is at the fourth order in energy
and at least up to third order in dipole moment. In Section II,
we start with a brief review of the FSMRCC method and
the Lagrange approach for energy derivatives. Section III
deals with the perturbative analysis of triples amplitude in Λ-
FSMRCC for energy and dipole moments. We discuss the
results in Section IV.

II. REVIEW OF FSMRCC

The FSMRCC theory38,40-42,44 and the Lagrangian formula-
tion within FSMRCC have been described in detail in various
articles.92,96,97 However, for the completeness of the paper, we
briefly discuss the FSMRCC theory here. The FSMRCCmethod
is based on the concept of a common vacuum. We choose an N-
electron restricted Hartree-Fock (RHF) as a vacuum. With
respect to this vacuum, holes and particles are defined, which are
further divided into active and inactive space. Thus, a general
model space contains m active particles and n active holes. The
model space function can be written as

jΨðm, nÞ
ð0Þμ æ ¼ ∑

i
Cðm, nÞ
μi jΦðm, nÞ

i æ ð1Þ

where, Cμi
(m,n) is the model space coefficient. The correlated wave

function for the μth state can be written as

jΨðm, nÞ
μ æ ¼ ΩjΨðm, nÞ

ð0Þμ æ ð2Þ
The universal wave operator Ω is such that the states generated
by its action on the reference space satisfy the Bloch equation.
The wave operator is defined as

Ω ¼ fe
~
Tðm, nÞg ð3Þ

The curly bracket denotes normal ordering of the operators
within it.112 The cluster operator ~T(m,n) can be expressed as

~Tðm, nÞ ¼ ∑
m

k¼ 0
∑
n

l¼ 0
Tðk, lÞ ð4Þ

T(k,l) is capable of creating holes and particles in addition to
destroying specifically k active particles and l active holes.
Thus, ~T(m,n) amplitudes contain all the lower valence ampli-
tudes and give additional flexibility to the theory. For a
specific problem of zero active particle and one active hole,
we write the Schrodinger equation for the quasidegenerate
states as

HjΨð0, 1Þ
μ æ ¼ EμjΨð0, 1Þ

μ æ which leads to

HΩð∑
i
Cð0, 1Þ
μi jΦð0, 1Þ

i Þæ ¼ EμΩð∑
i
Cð0, 1Þ
μi jΦð0, 1Þ

i Þæ ð5Þ

Projection operator for model space is defined as

Pð0, 1Þ ¼ ∑
i
jΦð0, 1Þ

i æÆΦð0, 1Þ
i j ð6Þ

The complementary space operator Q is 1 - P. The effective
Hamiltonian(Heff) is defined commonly through the Bloch
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equation:

Pð0, 1ÞðHΩ-ΩHð0, 1Þ
eff ÞPð0, 1Þ ¼ 0

Q ð0, 1ÞðHΩ-ΩHð0, 1Þ
eff ÞPð0, 1Þ ¼ 0

ð7Þ

Because of normal ordering, the contractions among different
cluster operators within the exponential are not possible. This
leads to decoupling of the equations of different sectors. The
equations for the cluster amplitudes are solved, starting from
the lowest valence sector upward. This is also known as the
subsystem embedding (SEC) condition.

Similar to the Lagrange formulation of linear response approach
of SRCC, Szalay94 developed a response approach for the multi-
reference methods. Though this approach can, in principle, be
applied for general model space, this has been implemented to
complete model spaces. In this approach response of a specific root
out of multiple roots of the effective Hamiltonian is targeted. Thus,
one has to project a single desired root of the Heff out of various
roots for variation. We construct the Lagrangian and minimize the
energy expression with the constraint that the MRCC (i.e., Bloch
equations) is satisfied for a specific μth state:

I ¼ ∑
ij
~Cð0, 1Þ
μi ðHeff Þð0, 1Þij Cð0, 1Þ

jμ

þ ∑
ji
Λð0, 1Þ

ji Æφð0, 1Þ
j jðHΩ-ΩHeff Þjφð0, 1Þ

i æ

þ ∑
R
∑
i
Λð0, 1Þ

Ri Æφð0, 1Þ
R jðHΩ-ΩHeff Þjφð0, 1Þ

i æ

þ ∑
ji
Λð0, 0Þ

ji Æφð0, 0Þ
j jHΩjφð0, 0Þ

i æ

þ ∑
R
∑
i
Λð0, 0Þ

Ri Æφð0, 0Þ
R jHΩjφð0, 0Þ

i æ- Eμð∑
ij
~Cð0, 1Þ
μi Cð0, 1Þ

jμ - 1Þ

ð8Þ
Where φi

(0,1), φj
(0,1), φi

(0,0), and φj
(0,0) are the functions in P

space, φR
(0,1) and φR

(0,0) are functions in Q space, Λji
(0,1) and

Λji
(0,0) are the Lagrange multipliers defined within P space for the

(0,1) and (0,0) sectors, respectively. Similarly,ΛRi
(0,1) andΛRi

(0,0)

are the Lagrange multipliers from P to Q space for the (0,1) and
(0,0) sectors, respectively. However, in case of complete model
space (CMS), effective Hamiltonian has an explicit expression in
terms of cluster operators, as a result of which the closed part of the
Lagrangianmultipliers vanishes. Thus, the second and fourth terms
of eq 8 vanish, simplifying Lagrangian to

I ¼ ∑
ij
~Cð0, 1Þ
μi ðHeff Þð0, 1Þij Cð0, 1Þ

jμ

þ ∑
R
∑
i
Λð0, 1Þ

Ri Æφð0, 1Þ
R jðHΩ-ΩHeff Þjφð0, 1Þ

i æ

þ ∑
R
∑
i
Λð0, 0Þ

Ri Æφð0, 0Þ
R jHΩjφð0, 0Þ

i æ

- Eμð∑
ij
~Cð0, 1Þ
μi Cð0, 1Þ

jμ - 1Þ ð9Þ

Differentiation of eq 9with respect toΛ results in the expression for
cluster amplitudes, i.e., the Bloch equation. Differentiation of eq 9
with respect to the T amplitudes leads to equation for Lagrange
multipliers. It is seen that the equation for cluster amplitudes is
decoupled from the Λ amplitude equation. The Λ equations are
however coupled with those of the cluster amplitudes T. In the
presence of the external field, the Lagrangian and the parameters
Heff,C,~C,E, Ω, and Λ become perturbation dependent. The

differentiation of the Lagrangianwith respect to unperturbed cluster
amplitude leads to equation for the Lagrangianmultipliers. Similarly
differentiation of the Lagrangian with respect to unperturbed
Lagrange multipliers leads to equation for cluster amplitudes.
Cluster amplitudes follow (2n þ 1) rule, whereas Lagrange multi-
pliers satisfy (2nþ 2) rule. Thus with the help of first derivative of
cluster amplitudes and Lagrange multipliers, one can obtain energy
derivatives up to second order, i.e., polarizability. Lagrangian for the
first- and second-order properties for one valence hole are presented
in refs 94 and 95 under singles and doubles approximation. Along
similar line, the one valence particle problem can be solved.

III. IMPLEMENTATION OF THE PARTIAL TRIPLES IN Λ-
FSMRCC METHOD

In this section, we will present the contribution of triples to the
dipole moment, whose origin is beyond the singles and doubles
approximations in FSMRCC scheme. Here we will discuss the first
implementation of noniterative triples inT andΛ amplitudes to the
dipole moment in FSMRCC response. The triples amplitudes are
generated as and when used. Since there are several schemes for the
inclusion of triples in the literature for SRCC, first we will discuss
the specific scheme implemented in this paper for (0,0) sector. The
approach implemented here uses canonical orbitals, and the orbitals
are not allowed to change with the perturbation, and hence this
approach is a nonrelaxed approach. We solve T1

(0,0) and T2
(0,0)

amplitudes excluding VT3
(0,0) in a completely iterative manner,

which is CCSD approximation. Using these amplitudes of T1
(0,0)

and T2
(0,0), T3

(0,0) amplitude is calculated noniteratively from
VT2

(0,0) and VT2
(0,0)T2

(0,0). The T1
(0,0) and T2

(0,0) amplitudes
are solved iteratively, including the term VT3

(0,0). The inclusion of
VT3

(0,0) term in singles and doubles amplitude equations updates
the CCSD equations. Even though VT3

(0,0) term is third order,
considering the term in a T3

(0,0) equation will make the method
iterative. Hence, this term is not included in this scheme. The term
VT2

(0,0) contributes at the second order and VT2
(0,0)T2

(0,0) con-
tributes at the third order in perturbation.

In the implementation of the MRCCSD(T*)/CCSD(T*)
approximation, we construct an intermediate operator H

_
given

by (H
_
= exp(-T(0,0))H exp(T(0,0))) and truncate up to one(F),

two(V) and three body(W
_
) parts. For the construction ofH

_
, we

use CCSD approximation without including the amplitudes of
triples, i.e., T3

(0,0). Heff under this approximation is

Heff ¼ Pð0, 1ÞðFþ FTð0, 1Þ
1 þ VTð0, 1Þ

2

þ FTð0, 1Þ
2 þ VTð0, 1Þ

3 ÞPð0, 1Þ ð10Þ
The Fock-space Bloch equations for the T1

(0,1), T2
(0,1), and

T3
(0,1) amplitudes are as below:

Q ð0, 1Þ
1 ðF þ FTð0, 1Þ

1 þ VTð0, 1Þ
2

þ FTð0, 1Þ
2 þ VTð0, 1Þ

3 - Tð0, 1Þ
1 Heff ÞPð0, 1Þ ¼ 0 ð11Þ

Q ð0, 1Þ
2 ðV þ FTð0, 1Þ

2 þ VTð0, 1Þ
1 þ VTð0, 1Þ

2

þW
_
Tð0, 1Þ
2 þ VTð0, 1Þ

3 þ FTð0, 1Þ
3 - Tð0, 1Þ

2 Heff ÞPð0, 1Þ ¼ 0

ð12Þ

Q ð0, 1Þ
3 ðW

_
þW

_
Tð0, 1Þ
2 þ FTð0, 1Þ

3 þ VTð0, 1Þ
2 - Tð0, 1Þ

3 Heff ÞPð0, 1Þ
¼ 0

ð13Þ
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It can be seen that VT3
(0,1) is the only term contributing to the

singles and doubles amplitude equation along withHeff. It is easy
to see that W

_
cannot contribute to Heff. The eqs 11 and 12 are

first solved fully excluding the terms which involve T3
(0,1)

amplitude, which is the CCSD approximation. Using these
amplitudes eq 13 is solved noniteratively. In eq 13, we want to
be accurate up to third order. Hence we include in the term
T3

(0,1)Heff only T3
(0,1)F. After solving T3

(0,1), we again solve the
eqs 11 and 12 iteratively. Here the effect of T3

(0,1) appears via
VT3

(0,1) and FT3
(0,1).

We now consider the triples correction to the Λ amplitudes
and then to the overall dipole moment. TheΛ equations are like
the conjugates of theT amplitude equations, and hence the terms
in T equations appear in Λ equations also. It should be men-
tioned here that unlike in T amplitude equations, we first solve
for the (0,1) sector and then for the (0,0) sector due to reverse
decoupling in Λ equations.

First, the Λ amplitudes in singles and doubles approximation
are solved iteratively for both (0,1) and (0,0) sector. With these
Λ amplitudes the Lagrangian for triples is constructed. During
the construction, the singles and doubles (SD) terms remain as
such. The Lagrangian with the triples correction is given by

I ¼ SDþ VTð0, 1Þ
3 C~CþΛð0, 1Þ

3 VTð0, 1Þ
2 þΛð0, 1Þ

3 W
_
Tð0, 1Þ
2

þΛð0, 1Þ
3 FTð0, 1Þ

3 þΛð0, 1Þ
2 VTð0, 1Þ

3 þΛð0, 1Þ
2 FTð0, 1Þ

3

-Λð0, 1Þ
2 Tð0, 1Þ

2 ðVTð0, 1Þ
3 Þ þΛð0, 1Þ

1 VTð0, 1Þ
3 þ Λð0, 0Þ

3 VTð0, 0Þ
2

þΛð0, 0Þ
2 VTð0, 0Þ

3 þΛð0, 0Þ
1 VTð0, 0Þ

3 þΛð0, 0Þ
3 FTð0, 0Þ

3

þΛð0, 1Þ
3 W

_
Tð0, 0Þ
2 þΛð0, 1Þ

3 VTð0, 0Þ
3 þΛð0, 1Þ

3 VTð0, 0Þ
2 ð14Þ

The ~C and C are left and right eigen vectors of the Heff. The
Lagrangian in eq 14 is differentiated with respect to T3

(0,1) to get
the equation for Λ3

(0,1). The equation defining the Λ3
(0,1)

amplitude is given in eq 15:

ÆPð0, 1ÞjVC~CþΛð0, 1Þ
3 F -Λð0, 1Þ

2 Tð0, 1Þ
2 V þΛð0, 1Þ

1 V

þΛð0, 1Þ
2 V jQ ð0, 1Þæ ¼ 0 ð15Þ

The Lagrangian in eq 14 is differentiated with respect toT2
(0,1) to

get the equation for Λ2
(0,1). The Λ2

(0,1) equation is given by

SDþ ÆPð0, 1ÞjΛð0, 1Þ
3 V þΛð0, 1Þ

3 W
_
jQ ð0, 1Þæ ¼ 0 ð16Þ

The eq 15 is solved noniteratively to obtain Λ3
(0,1). The

connected terms in Λ3
(0,1) amplitude equation are considered

in this approximation. Thus, Λ3
(0,1) amplitude is obtained from

the terms VC~C, Λ2
(0,1)V , Λ1

(0,1)V , and Λ2
(0,1)T2

(0,1)V . These
contribute at the first, second, and third orders, respectively. The
Λ3

(0,1) amplitude is also obtained from the second order F
containing term Λ3

(0,1)F. After obtaining Λ3
(0,1), its effect on

Λ2
(0,1) appears through the third-order terms Λ3

(0,1)V and
Λ3

(0,1)W
_
. The equation for Λ2

(0,1) amplitude, eq 16 is solved
fully by taking into account the Λ3

(0,1) terms calculated above.
For solving (0,0) sector Λ3

(0,0) amplitude is obtained first.
Here too the equation for Λ3

(0,0) is obtained by differentiating
the Lagrangian in eq 14 with respect to T3

(0,0). The terms appear
after the differentiation with respect to T3

(0,0) are given in eq 17:

ÆPð0, 0ÞjΛð0, 0Þ
3 F þΛð0, 0Þ

2 V þΛð0, 0Þ
1 V þΛð0, 1Þ

3 V jQ ð0, 0Þæ
¼ 0 ð17Þ

The equation for Λ2
(0,0) is obtained from differentiating eq 14

with respect to T2
(0,0). The Λ2

(0,0) equation with triples correc-
tion is given by

SDþ ÆPð0, 0ÞjΛð0, 0Þ
3 V þΛð0, 1Þ

3 V þΛð0, 0Þ
3 VTð0, 0Þ

2 jQ ð0, 0Þæ
¼ 0

ð18Þ
The eq 17 is solved noniteratively to obtain Λ3

(0,0).Λ3
(0,0)’s are

obtained by taking the direct ontribution from the second-order
term Λ2

(0,0)V and the third-order terms Λ1
(0,0)V and Λ3

(0,1)V.
Also F containing term Λ3

(0,0)F contributes to Λ3
(0,0) equation

at second order. It should be noted that due to reverse decou-
pling Λ(0,1) involving terms Λ3

(0,1)VT2
(0,0) and Λ3

(0,1)VT3
(0,0)

appears in Λ(0,0). After obtaining Λ3
(0,0), its effect on Λ2

(0,0)

equation is incorporated through the third-order termsΛ3
(0,0)V,

Λ3
(0,1)V, and Λ3

(0,0)VT2
(0,0). The eq 18 is solved fully by taking

in to account ofΛ3
(0,0) terms calculated above. Finally, the triples

contribution to E(1) is given in eq 19, where Ô is the explicit
derivative of Hamiltonian with respect to external field:

Eð1Þtriples ¼ Λð0, 1Þ
2 ÔTð0, 1Þ

3 þΛð0, 0Þ
2 ÔTð0, 0Þ

3 ð19Þ
These triples corrected Λ and T amplitudes are used for the

evaluation of dipole moments in (0,0) and (0,1) sectors. The
term VT2

(0,0)T2
(0,0) in T3

(0,0) equation will thus have a higher
effect on the dipole moment, while the other triples correcting
terms will affect the dipole moment at the third order. The third-
order terms which appear in the dipole moment areΛ2

(0,1)ÔT3
(0,1)

andΛ2
(0,0)ÔT3

(0,0). Hence the final dipole moment is corrected at
least up to third order in triples.

IV. RESULTS AND DISCUSSION

We have implemented the contribution of triples partially to
the FSMRCC singles and doubles scheme (FSMRCCSD(T*)).
To test our code we chose small systems as a case study. We
present our results and discussion on them in this section. The
code is tested against the nonrelaxed finite field approach.
The systems studied are _OH, _OOH, HCO _O, _CN, and _CH.
A. OH Radical. We report the dipole moment of hydroxy

radical at the equilibrium geometry in Table 1. We start with the
closed-shell configuration of OH- anion as a vacuum. The
highest occupied molecular orbital (HOMO) of OH- is two-

Table 1. Dipole Moments of 2Π OH Radicala

basis Λ-FSMRCCSD(T*) Λ-FSMRCCSD EOMCCSD(unrelaxed)b full CIc

cc-pVDZ 0.682 0.634 0.639 0.663

cc-pVTZ 0.682 0.645 - -
cc-pVQZ 0.684 0.645 - -

aResults in au and Req = 1.85104 a0.
b See ref 96. c See ref 113.
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fold degenerate in nature. The degenerate HOMO’s are chosen
as active holes of the Fock space (0,1) sector. The removal of an
electron from one of these HOMO’s lead to degenerate doublet
2Π of the hydroxy radical. In Table 1 we report the dipole
moment of hydroxy radical in cc-pVXZ(X = D, T, Q) basis. The
calculated FCI and available EOMCCSD dipole moments in cc-
pVDZ basis are also presented. TheΛ-FSMRCCSD values show
that the dipole moment is converged from cc-pVDZ to cc-pVQZ.
Whereas, the Λ-FSMRCCSD(T*) produces a marginal change
in dipole moment. It is observed that the Λ-FSMRCCSD
dipole moment in cc-pVDZ basis is 0.634 au, whereas the Λ-
FSMRCCSD(T*) increases the dipole moment (0.682 au)
toward the FCI value of 0.663 au.113 Though triples exceeds
the FCI dipole moment, the qualitative trend toward FCI dipole
moment is obtained.With the higher order triples it may improve
further.
B. CN Radical. The dipole moments of the CN radical are

presented in the Table 2. We start with the cyanide anion, which
is closed shell with the ground-state geometry 2Σþ. Removal of
an electron from the cyanide anion gives CN radical. The studies
are carried out with one active hole. Since the dipole moment of
the CN radical is important in astrophysics, there are various
theoretical calculations114,115 to achieve the experimental accu-
racy. In Table 2 we report the dipole moment obtained using our
method in cc-pVDZ and aug-cc-pVDZ basis sets. For cc-pVDZ
basis we also report the finite field dipole moment values
using restricted open-shell Hartree-Fock (ROHF)-CC and
FSMRCC within singles and doubles approximation as well as
with partial triples. The values presented in parentheses denote
the finite field FSMRCC results. Observation of the various levels
of theory114,115 says that it is necessary to have augmented basis
sets for the dipole moment calculations of CN radical, which is
clearly reflected in the Table 2. It has been observed so far that
only beyond the double-ζ with augmentation, the dipole mo-
ment close to CBS limit (0.559( 0.001 au)114 and experimental
(0.57 ( 0.03au)116 value is attained. In our method, as we go
from cc-pVDZ basis to aug-cc-pVDZ basis,Λ-FSMRCCSD gives
dipole moment values of 0.427 and 0.510 au, respectively. Thus,
with augmented basis at the CCSD level is close to the reported
CBS limit as well as experimental dipole moment. The inclusion
of triples improves the dipole moment values to 0.497 au for cc-
pVDZ basis and 0.558 au for aug-cc-pVDZ basis, respectively. It
can be seen that the qualitative trend remains the same in both
the basis sets, i.e., triples correction increases the dipole moment
values. However, in ROHF-CC approach the trend is opposite to
that ofΛ-FSMRCC. ROHF-CC results are obtained using finite
field approach which inlcudes relaxation effects. To test the
effect of relaxation we have done a finite field relaxed FSMRCC

calculation. Here too, we get the same trend as we obtained from
the analytic nonrelaxed approach. Thus the difference in trends
of dipole moment inΛ-FSMRCC and ROHF-CC may arise due
to combination of the way triples are included and the treatment
of dynamic correlation.
C. OOH and HCOO Radicals. The dipole moments for the

nonlinear molecules, such as hydroperoxy and formyloxy radical,
at the equilibrium geometry were studied using the double-ζ
basis set of Huzinaga-Dunning117,118 with a set of uncontracted
polarized functions. The description of the geometries for these
radicals is given in Appendix I. The center of mass coordinates is
used, and the molecules are kept along the X,Y direction. The
dipole moments for each direction are obtained and presented in
Table 3. Since there is no FCI or experimental dipole moment
available for these systems, we report the relaxed finite field
FSMRCC (FF-FSMRCC) dipole moments. We start with the
RHF of hydroperoxide anion as vacuum. The electronic config-
uration of RHF of hydroperoxide anion is [core], 3a1

2, 4a1
2, 5a1

2,
1a2

2, 6a1
2, 7a1

2, 2a2
2.

Removal of an electron from one of the two highest occupied
orbitals results in near-degenerate states (2A2 and 2A1) of
hydroperoxy radicals. The dipole moments of the radical along
two orthogonal directions (X and Y) have been presented in
Table 3. We also report the FF-FSMRCC calculations for
the system. In this case, the Λ-FSMRCCSD(T*) predicts the
lower dipole moment than one obtained from the FF-
FSMRCCSD(T*).
The dipolemoments of the first two low-lying near-degenerate

states of the formyloxy radical at the equilibrium geometry
are given in Table 3. We start with the RHF of formate anion
as vacuum. Removal of an electron from the formate anion
results in formyloxyl radical, the near degenerate low-lying
states of which have the electronic configuration: [core], 3a1

2,
2b2

2, 4a1
2, 5a1

2, 3b2
2, 1b1

2, 1a2
2, 6a1

2, 4b2
1 and [core], 3a1

2, 2b2
2,

4a1
2, 5a1

2, 3b2
2, 1b1

2, 1a2
2, 6a1

1, 4b2
2. The dipole moments along

the H-C bond axis for these states, denoted by 2B2 and
2A1 have

been reported. The EOMCC result101 for the ground state has
also been reported.We have alsomentioned the finite field dipole
moment obtained by the FF-FSMRCCSD(T*) in Table 3, which
stays close to the dipole moment obtained from the Λ-
FSMRCCSD(T*) method.
D. CH Radical. The CH radical can be considered as the

electron attached state of the corresponding cation CHþ. The
RHF configuration of CHþ, 1σ22σ23σ2 is chosen as a vacuum.
The degenerate lowest unoccupied molecular orbitals (LUMO’s)
are chosen as active particles. For CHþ we report the dipole
moment at the equilibrium aswell as at the stretched geometry, i.e.,
at 1.5 Re. Table 4 reports the results for the CH radical in cc-
pVDZ119 and Sadlej120 basis along the direction of molecular axis.
We compare the dipole moment obtained from cc-pVDZ basis
with the FCI dipole moment and the dipole moment obtained
from Sadlej basis with experimental121 value. At the equilibrium
geometry the dipole moment value is reduced inΛ-FSMRCCSD
aswell as inΛ-FSMRCCSD(T*) as we go from cc-pVDZ to Sadlej
basis. However, at the stretched geometry, the dipole moment is
increased with the basis set. In cc-pVDZ basis, at the equilibrium
geometry the Λ-FSMRCCSD dipole moment value is 0.582 au,
which is reduced by the triples correction (0.575 au). The Λ-
FSMRCCSD(T*) dipole moment (0.575 au) is closer to the FCI
(0.548 au) value. At the stretched geometry the Λ-FSMRCCSD
gives 0.100 au, the inclusion of the triples reduces it to 0.061 au,
which is approaching toward the FCI value of 0.074 au. This

Table 2. Dipole Moments of 2Σþ State of CN Radicala

ROHFb Λ-FSMRCC

basis CCSD CCSD(T) CCSD CCSD(T*)

cc-pVDZ 0.522 0.476 0.427 0.497

(0.437)c (0.489)c

aug-cc-pVDZ 0.510 0.558

CBS limitd 0.559( 0.001

expe 0.57( 0.03
aResults in au and Req = 2.21512 a0.

bResults obtained from ACES II
package. cRelaxed finite-field values. d See ref 114. e See ref 116.
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emphasizes the importance of inclusion of the triples for the
calculation of dipole moment at the stretched geometry. Similar
trend is observed for the Sadlej basis too. However, even at the
equilibriumgeometrywith the inclusion of partial triples the dipole
moment value approaches toward FCI. This shows the importance
of the triples even at the equilibrium geometry.
E. PO Radical. The dipole moment of PO radical, which is

difficult to predict by the single reference method, has been
studied using FSMCCSD and FSMRCCSD(T*). The RHF
configuration of PO- has been taken as the vacuum. The
calculations are carried out with one active hole. The dipole
moment value of PO radical obtained using cc-pVDZ basis in
FSMRCCSD is 0.708 au and FSMRCCSD(T*) is 0.750 au. The
dipole moment obtained from the FSMRCCSD(T*) method, as
can be seen from the Table 5, is slightly overestimated. However,
inclusion of triples improves the accuracy toward the experi-
mental value of 1.88( 0.07 debye (0.740( 0.028 au). The finite
field relaxed ROHF-CCSD and ROHF-CCSD(T) are per-
formed in the same basis using the ACES-II package.123 Finite
field calculations using large basis sets are reported for this radical
at ROHF-CCSD(T) level by Urban et al.115 The opposite trend

in the inclusion of triples is observed for ROHF-based CCSD and
CCSD(T). This difference in trends for dipole moment on
inclusion of triples in Λ-FSMRCC and ROHF-CC could be
due to a combination of reasons like the way triples are included
and the treatment of dynamic correlation.

V. CONCLUSIONS

In this paper we presented the implementation and the results
for the recently developed Lagrange-based Fock-space multi-
reference coupled cluster response approach with the inclusion
of partial triples for electric properties of the doublet radicals.
The results for the _OH and _CH indicate that Λ-FSMRCCSD-
(T*) performs better than Λ-FSMRCCSD and tends toward
FCI. In particular, when the dipole moments ofΛ-FSMRCCSD
and Λ-FSMRCCSD(T*) are compared at the 1.5Re for the CH
radical, we can observe that the inclusion of triples leads to more
accurate results than that of the Λ-FSMRCCSD results. At
stretched geometries, where the multireference description is
required, inclusion of the triples provides better results. From the
dipole moment of OH radical using cc-pVDZ, TZ, and QZ basis
sets, it is observed that at the Λ-FSMRCCSD level dipole
moment saturates at 0.645 au, whereas with the inclusion of
triples it is 0.684 au, which tends to the FCI dipole moment of
0.663 au. Though it is slightly overestimated, compared to the
FCI it gives qualitatively correct trend. Also, the nonrelaxed
EOMCCSD shows a dipole moment of 0.639 au which is closer
to the Λ-FSMRCCSD value. The results of the analytic Λ-
FSMRCCSD(T*) are compared with the finite field dipole
moments for OOH and HCOO molecules. In both the cases,
it is observed that the analytic Λ-FSMRCCSD(T*) shows a
qualitatively correct trend, as does the finite field dipole moment.
However, it should be mentioned here that the finite field
method has explicit relaxation through the orbital rotation,
whereas the analytic method implemented does not include
the explicit relaxation effects. The calculations are performed for
CN radical using cc-pVDZ and aug-cc-pVDZ basis sets. Aug-
mented basis set helps to get the results closer to the basis set
limit. Inclusion of the noniterative triples improves dipole
moment by about 9%. The inclusion of the triples indicates the
dipolemoment closer to the experimental as well as basis set limit
value. Another radical where we have analyzed the importance of
triples excitation is PO. We observe that the triples excitation

Table 4. Dipole Moments of CH Radicala

basis Λ-FSMRCCSD(T*) Λ-FSMRCCSD full CI

cc-pVDZ Req 0.575 0.582 0.548

Sadlej Req 0.547 0.540 -
expb 0.57( 0.023

cc-pVDZ Rdis 0.061 0.100 0.074

Sadlej Rdis 0.084 0.111 -
aResults in au, Req = 2.11648 a0, and Rdis = 3.1660 a0.

b See ref 121.

Table 5. Dipole Moments of PO Radicala

ROHFb Λ-FSMRCC

basis CCSD CCSD(T) CCSD CCSD(T*)

cc-pVDZ 0.777 0.726 0.708 0.750

expc 0.740( 0.028
aResults in au and Req = 2.78357 a0.

bResults obtained from the ACES II
package c See ref 122.

Table 3. Dipole Moments of OOH and HCOO Radicala

state direction Λ-FSMRCCSD(T*) Λ-FSMRCCSD FF-FSMRCCSD(T*) EOMCCSDb

_OOH
2A2 X -0.588 -0.557 -0.571

Y -0.713 -0.669 -0.692

total 0.924 0.870 0.897

1A2 X -0.402 -0.369 -0.387

Y -0.717 -0.676 -0.694

total 0.822 0.770 0.795

HCO _O
2B2 Y 0.965 0.909 0.979 1.004
2A1 Y 0.835 0.786 0.842 -

b See ref 101. aResults in au.
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improves the results for cc-pVDZ basis. ROHF-based CCSD and
CCSD(T) calculations are performed to analyze the way triples
improve the dipole moment for CN and PO radicals. It has been
observed that the way the triples contributes to the dipole
moment is opposite to that of the FSMRCC method. This can
be due to the different way the triples are taken in FSMRCCSD-
(T*) method and the different treatment of the dynamic
correlation. Thus, all the results emphasize the importance of
triples for the accurate calculation of the dipole moment for the
doublet radicals.

’APPENDIX I

Geometries in au are summarized in Table 6.
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ABSTRACT: The constrained density functional theory (cDFT) formalism is implemented in the linear scaling density functional
theory (DFT) code CONQUEST. This will enable the simulation of electron-transfer processes in large biologically and
technologically relevant systems. The Becke weight population scheme is chosen to define the constraint, as it enables force
components to be calculated both analytically and efficiently in a linear scaling code. It is demonstrated that the imposition of a
constraint is not affected by the truncation of the density matrix. Demonstration calculations are performed on charge-separated
excited states in small biphenyl molecules, and cDFT is found to produce accurate energy and geometry changes for this system. The
capability of the method is shown in calculations on poly phenylene-vinylene oligomers and a hydrated DNA 10-mer.

1. INTRODUCTION

Much research has been performed to elucidate how elec-
tron-transfer (ET) processes operate in biological situations,
both to further understand their significance and to investigate
the application of these biological roles to technological
applications. Particularly well-studied examples are the pro-
cesses of photosynthesis and respiration.1,2 The transfer of
electrons between porphyrin cofactors in the electron-transfer
chain of respiration has inspired attempts at creating porphyrin
nanowires.3,4 While the photoinduced charge separation and
recombination occurring in the photosynthetic reaction center
have led to attempts to create artificial solar cells using por-
phyrin based systems.5

The difficulties in understanding the electronic structure of
these large biological systems and technological analogues as well
as the experimental challenges involved when investigating them
have resulted in the need to study such ET processes in such
systems computationally. Density functional theory (DFT)6,7 is a
widely used method for computing the ground-state properties
of molecules and solids. However it is unsuited to studying
electron transfer in the biological systems described above. In
these systems charge transfer is usually considered as a hopping
event. For the hopping of an unpaired localized electron, D-Af
DA-, the presence of the self-interaction error8,9 can cause the
electron to delocalize across multiple centers. This prevents the
study of localized charge states. In addition, as DFT is a ground-
state theory, the charge-separated configurations of a neutral
system, D-Aþ f DþA-, which may be excited states of the
system, are not usually accessible. Finally, studying any large
biological system using DFT is challenging as these systems can
contain many thousands of atoms. DFT’s cubic scaling results in
there being a limit of approximately 1,000 atoms to the size of
systems that can be studied, even with massively parallel
machines.

There exists a number of ways to at least partially remedy these
problems. The delocalization of unpaired electrons can be
reduced through the use of hybrid functionals,10 which reduce
the self-interaction errors by introducing a portion of exact

exchange. There also exists fully self-interaction corrected im-
plementations of DFT.11 Excited states can be studied using
developments, such as linear response time-dependent DFT.12

For the system size problem, there are approaches which, using
the locality of the density matrix, allow calculations to scale
linearly with the number of atoms in the system.13 These codes
can simulate systems with 10 000 atoms or more, although are
often more difficult to apply in practice than conventional DFT
codes. Incorporating the electron-transfer corrections described
above into these linear scaling codes is challenging and may have
a detrimental effect on the linear scaling. It would be desirable to
have a linear scaling ET methodology to perform calculations on
large biological systems.

Constrained density functional theory (cDFT)14 is another
extension to DFT, able to rectify some of the difficulties faced
when studying electron transfer. In this method, an extra
potential is searched for that, when added to the Kohn-Sham
Hamiltonian, imposes an experimentally or physically motivated
constraint on the density. It was recently shown15 that cDFT can
locate the energy minimum of the system with the addition of
just one extra one-dimensional line minimization within each
Kohn-Sham self-consistent step. This adds only moderate cost
to a DFT calculation and does not affect the scaling with system
size. A number of varied works have been performed using cDFT
calculations.16-18

In this paper, the implementation of the cDFT formalism into
the linear scaling DFT code CONQUEST19-21 is described, and
some initial calculations presented. First, the incorporation of
cDFT within a linear scaling formalism is described. Then, test
calculations are performed on small molecules which form the
basis of future large-scale calculations to be performed. These
include the hole localization in positively charged DNA base
dimers and the structural changes occurring in charge separated
biphenyl molecules.
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2. METHODS

2.1. Linear Scaling DFT. Linear scaling DFT has been under
development for around 15 years,22 and there are now a number
of codes available, such as SIESTA,23 ONETEP,24 OPENMX,25

and CONQUEST.26 While there are many differences in tech-
nical implementations, the basic principles in each are similar.
Conventional DFT minimizes an energy expression with respect
to the density n(r) and the Kohn-Sham orbitals ψi(r). Linear
scaling DFT codes recast the energy functional in terms of the
density matrix, F(r,r0) and the charge density n(r) = F(r,r0). Thus
direct use of the Kohn-Sham orbitals is forgone. Instead of
diagonalizing the Hamiltonian directly, the energy is minimized
with respect to the density matrix for a given density. The process
is repeated until the input and output densities are self-consistent
(or using some other update scheme, mixing density matrix and
charge updates). The density matrix is formally written as

Fðr, r0Þ ¼ ∑
i
fiψiðrÞψiðr0Þ

� ð1Þ

and the energy expression is written as

E½n, F� ¼ EKE½Fðr, r0Þ� þ EPP þ Har þ xc½nðrÞ, Fðr, r0Þ� ð2Þ
where the density is defined as n(r) = 2F(r,r). The terms in the
energy are the usual DFT ones, respectively, the kinetic, the
pseudopotential(representing electron-ion interaction), the
Hartree, and the exchange-correlation energies. The Kohn-
Sham orbitals can be expanded in terms of localized orbitals,
often known as ‘support functions’ φR, so that ψn = ∑Rcn

R
φR,

giving for the elements of the density matrix:27,28

Fðr, r0Þ ¼ ∑
Rβ

φRðrÞKRβφβðr0Þ ð3Þ

where KRβ can be formally defined as KRβ = ∑nfncn
Rcn

β. The near-
sightedness of electronic matter29 states that density correlations
in a well gapped system falls off exponentially with distance. This
is used to justify imposing a spatial cutoff on the density matrix
such that F(r,r0)f 0 as |r- r0|f¥. Consequently the number of
nonzero elements in the density matrix and thus the computa-
tional cost can scale linearly with system size. The exact result is
recovered as the density matrix cutoff and is increased.
Locality is imposed by restricting the support functions to lie

within spherical regions and neglecting elements of the Kmatrix
(either using a distance-based criterion, so that KRβ = 0 when the
centers of the support functions R and β are more than a
specified distance apart or using a drop tolerance). The density
matrixmust be idempotent, to ensure thatKRβ is a projector onto
the occupied subspace during the minimization; this condition
can be imposed in a variety of ways, but in the CONQUEST
code, the LNV implementation of the McWeeny scheme30-32

is used. Here K is written in terms of an auxiliary density matrix,
L:K = 3LSL - 2LSLSL, where S is the overlap matrix between
support functions, SRβ = ÆφR|φβæ. The energy is minimized with
respect to the elements of the auxiliary density matrix L using a
standard scheme (either conjugate gradients or Pulay RMM-
DIIS).
The calculations performed in this paper use a double-ζ þ

polarization pseudoatomic-orbital basis set (apart from the PPV
and DNA in water simulations, which were tested with single-
zeta and single-zeta plus polarisation basis sets)33 and the
Perdew, Burke and Ernzerhof (PBE) exchange correlation
functional.34,35 Calculations can be performed using either exact

diagonalization or O (N) density matrix minimization. This is
important as exact calculations on small systems can be per-
formed to check accuracy of O (N) simulations.
2.2. Implementation of cDFT.The recent implementation of

cDFT by Wu and Van Voorhis is now outlined. Full details are
found elsewhere.15,36 It is desired to minimize the energy E[n] of
a system, subject to its density satisfying a constraint that the
number of electrons in a given region of space around the system
wc(r) is equal to a certain number Nc. Using the method of
Lagrange multipliers, this is equivalent to minimizing a new
functional W:

W ½n,Vc� ¼ EKS½n� þ Vc

 Z
wcðrÞnðrÞdr-Nc

!
ð4Þ

where the term in the bracket is the constraint and Vc the
Lagrange multiplier. Minimizing W with respect to the density
produces a Kohn-Sham orbital equation with an extra potential:

ðHKS þ VcwcÞφi ¼ εiφi ð5Þ
The minimum is located via self-consistent diagonalization of
this new Hamiltonian. However at each step there is an inner
loop in which the Lagrange multiplier is altered to impose the
constraint on the density. In an O (N) scheme, only the expres-
sion forW is needed. It is recast to include the density matrix as

W ½n,Vc� ¼ EKS½n� þ Vcð2Tr½wcK�-NcÞ ð6Þ
The functional is minimized by self-consistent variation of the
density matrix. However again at each step, there is an inner loop
to alter the Lagrange multiplier and impose the constraint. In
CONQUEST this is done using a Brent minimization algorithm
to find the zero of |Tr[Kwc] - Nc|. The introduction of inner
loops is relatively cheap, as the Hartree and exchange-correlation
potentials do not need to be rebuilt each time. The inner
loop also does not affect the linear scaling behavior of an
O (N) code.
There are many different ways15,36 of defining the constraining

potential wc(r). The representation of this spatial function in the
basis of support functions turns the constraining potential wc(r)
into a matrix wRβ

c , known as the weight matrix. While there is no
unambiguous way of apportioning a continuous electron density
to atoms, or basis functions, there are a number of schemes which
sensibly formulate the spatial potential wc(r) using this weight

Figure 1. The convergence of energy from a O (N) calculation to that
of a diagonalization calculation, as the density matrix cutoff is increased.
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matrix. In our work a Becke weight scheme37 is used:

wBecke
Rβ ¼ ∑

iεC

Z
drφRðrÞwc

i ðrÞφβðrÞ ð7Þ

This scheme has some advantages for use in a linear scaling code.
It allows easy analytic calculation of force components, whereas
schemes, such as the L€owdin populations, do not, as they require
the gradient of the S1/2 matrix. While there are schemes for
finding these matrices,38 we found them to be less practical than
the Becke scheme; moreover, there can be problems decompos-
ing Smatrices with large basis sets.38 A Cholesky decomposition
does not parallelize well, and the CONQUEST code is massively
parallel.
2.3. O (N) Calculation Convergence and Scaling. Here we

present tests of the convergence of linear scaling cDFT to exact
diagonalization and of the time taken to find the ground state
when using linear scaling to solve.
To ensure that the truncation of the density matrix does not

adversely affect the application of the constraint, a test calculation
has been performed comparing the O (N) and diagonalization
methods. cDFT is used to simulate a magnesium porphyrin
molecule with the valence of the central atom constrained to be
þ1. Figure 1 shows how the calculated energy of the molecule for
an O (N) cDFT calculation approaches that of a diagonalization
cDFT calculation, as the range of the density matrix increases.
Exact convergence occurs once the density matrix is larger than
the maximum separation between two atoms in the system,
approximately the diameter of the porphyrin ring here. The
charge constraint was only solved to an accuracy of 10-4, which
will affect the total energy, as indicated in eq 6; therefore,
differences between the exact diagonalization and the linear
scaling solve of this order are expected, even at long density
kernel ranges. We note that the accuracy is excellent for a density
matrix cutoff greater than ∼16 Å, which is in good agreement
with recent calculations on DNA.39

To test the effect on the scaling of the code when performing
cDFT, a series of PPV (poly phenylene-vinylene) oligomers were
constructed, and excitonic states were found using cDFT.
Figure 2 shows the total time to the ground state for differing

exciton separations and polarities, with linear scaling behavior
clearly shown. The ground-state search without cDFT for the
dimer took 89 s and for the hexamer took 241 s, giving an overall
increase in time by a factor of 6-7 for cDFT over simple DFT.
This makes cDFT calculations on large systems accessible
through linear scaling DFT.

3. RESULTS

An O (N) implementation of cDFT will enable electron
transfer processes to be studied in large systems. However care
must be taken when selecting a system for an O (N) calculation.
Therefore as a first step, calculations are performed on small
molecules which form the basis of interesting larger systems, one
example of which is given at the end.
3.1. DNA Base Pairs.The natural self-assembly of DNA into a

double helix makes it a potential candidate for use as a molecular
wire.40 However, there is currently no definitive consensus on the
transport properties of DNA strands.41 Hole transfer along a
DNA helix is known to be responsible for damage in the
molecules, and there have been a number of studies showing
high mobilities for charge carriers in DNA. However, other
studies have also found DNA to be a poor charge transpor-
ter,42-44 while a recent study has indicated the importance of
self-interaction.45 A linear scaling implementation will allow
investigation of large strands of DNA base pairs, surrounded
by a solvent, and will answer some these questions; initial work39

shows promise. Here some preliminary steps are made by inves-
tigating positively charged cofacial dimers of DNA bases. Of
these, guanine dimers are particularly important as they possess a
low ionization potential and thus often provide a pathway
through which holes can travel in DNA.46

When studying positively charged DNA dimers using DFT,
the self-interaction error causes the hole wave function to be
spread across both molecules.47 A self-interaction corrected
(SIC) DFT method has been used to localize the hole wave
function on one base47 and to investigate the change in binding
energy that this produced. In this paper, the cDFT method is
used to force the hole to localize on one of the bases. The binding
energies for the constrained and unconstrained dimers are
compared in Table 1 along with SIC values and those from a
B3LYP calculation;47 the inclusion of exchange can also mitigate
self-interaction errors. The binding energies are generally nega-
tive, indicating unbound charges. We emphasize that, as cDFT is
a different method to SIC, we expect only to see agreement of
trends. In general, when the bases are well separated, cDFT shifts

Figure 2. Total time required to find ground state for oligomers of PPV.
Circles indicate charge confined to opposite ends of oligomer, and
squares indicate charge confined to adjacent benzene rings. Tests were
performed for differing polarities (solid and dashed lines). The long
dashed line indicates linear scaling behavior extrapolated from the
PPV dimer.

Table 1. Binding Energies for DNA Base Dimersa

binding energy (eV)

dimer separation (Å) DFT cDFT DFT (B3LYP) SIC

adenine 2.50 -1.084 -2.019 -3.533 -3.450

6.00 0.848 0.094 0.677 -0.182

guanine 2.50 -2.321 -3.412 -3.936 -4.418

6.00 0.691 -0.082 0.538 0.030

cytosine 2.50 -0.308 -1.558 -2.348 -6.440

6.00 1.001 0.015 0.812 0.017

thymine 2.50 -3.421 -4.564 -5.477 -6.302

6.00 0.955 0.102 0.625 0.013
aApplication of a constraining potential is found to bring the energies
close to the SIC values.
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the DFT binding energies toward the SIC values. However, when
the bases are closer together, the cDFT results more closely
resemble those from B3LYP calculations. This may be related to
the problem of assigning charge to fragments which are close
together,48 though it is also quite possible that SIC methods are
less accurate for close fragments.
Plotted in Figure 3 is the charge difference between a neutral

and a positively charged guanine dimer for both DFT and cDFT
cases. In theDFT case, the extra charge is spread across the whole
dimer. When using cDFT, it is confined to just one base.
3.2. Shape Change of Biphenyls. There is considerable

interest in finding molecules with switchable properties that
could function as molecular electronic devices.49-51 One of the
most sought after is a molecular photoswitch whose transport
properties can be changed by the application of light.52,53 In this
vein, an experimental study of three small biphenyl molecules has
been made,54 shown in Figure 4, with attention paid to the shape

changes that occur when the molecule is photoexcited from its
ground state to a charge-separated state. Upon photoexcitation
of the molecule, the benzonitrile group (RHS of molecule) was
found to act as an acceptor and become negatively charged, while
the dimethylaniline group (LHS of molecule) became the
positive donor. The change this caused in the equilibrium
dihedral (twist) angle φ was then investigated. The charge-
separated twist potential was found to differ from the ground-
state twist potential for molecules II and III, resulting in a
different equilibrium angle as shown in Table 2. Molecule I is
rotationally restricted. In molecule II, the excited state has a
planar geometry as opposed the 39� twist angle of the ground
state. In the gas phase, the excited state of compound III has a
twist angle of 40� as opposed to its ground-state angle of around
78� in nonpolar solvents.
We have used CONQUEST to perform DFT and cDFT cal-

culations on molecules II and III. Ground-state twist potentials

Figure 3. Charge difference density plot showing distribution of the
positive hole in (left) DFT and (right) when constrained to be on the
upper guanine. Color indicates height in the unit cell. The difference
plotted is between the positively charged and the neutral systems.

Figure 4. The structure of the three biphenyls used in the simulations
here. The second (compound II) has a ground-state twist angle of 40�,
and the third (compound III) has a ground-state twist angle of 70�.

Table 2. Change in Twist Angles When Charge Is Separated
in Three Different Biphenyl Complexes

twist angle (φ)

molecule AM1(Gr.St) Expt (Ex.St) DFT(G.St) cDFT(Ex.St)

I 0� 0� 0� 0�
II 39� 0� 40� 0�
III 78� 40� 70� 40�

Figure 5. The twist potential (or energy profile of the twist angle) of the
ground-state biphenyl II (blue line) and biphenyl III (red line)
complexes.

Figure 6. The excited-state twist potential for the biphenyl II and
biphenyl III complexes. Complex II has an equilibrium twist angle of 0�,
and III has an equilibrium angle of 40�.
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were created by fixing the dihedral angle at various values and by
allowing the other atoms of the molecule to relax. They are
shown in Figure 5 and are similar to those produced using the
AM1 method.54 The twist potentials are extremely shallow,
agreeing in size with previous work,54 but the results are con-
verged well enough to provide at least a qualitative indication of
the ground-state angles, as summarized in Table 2 (column
labeled DFT). cDFT was then used to create the charge
separated (photoexcited) configurations. Again the twist poten-
tials were calculated and are shown in Figure 6. This time the
potentials are much deeper, and in both cases, the equilibrium
angle is found to have decreased in a similar manner to the
experimental observations. The new angles are seen in the
column labeled cDFT in Table 2.
Having found the changes in angle, the reorganization energy

for the transfer event can be calculated (though in our simula-
tions the molecules were in the gas phase). The reorganization
energy is defined as

λ ¼ EðRGr:St, nDÞ- EðRCS:St, nDÞ ð9Þ
for the separation event. By calculating the conventional DFT
energy at the constrained geometry and by using the equation
above, a value of λcDFT

II = 6.50 kJ mol-1 and λcDFTRev
II = 15.74

kJ mol-1 was found for molecule II, giving an average reorganiza-
tion energy of 11.12 kJ mol-1. For molecule III, λcDFT

III = 11.55
kJ mol-1 and λcDFTRev

III = 22.99 kJ mol-1, giving an average of
17.27 kJmol-1. The difference in the reorganization for charge
separation and recombination is likely to be due to the fact that
both the initial and final states are not exactly orthogonal diabatic
states of the system and the potential energy surfaces not being
perfectly harmonic. Values of the reorganization energy from
previous work54 can also be extracted using the experimental
charge-separated twist potentials in conjunction with the theore-
tical AM1 results. These yield values of λExpt

II = 8.6 kJ mol-1 and
λExpt
III = 16.0 kJmol-1 in nonpolar solvents, which aremost similar to
the vacuum used in our simulations. The good agreement between
these values and those found using cDFT is encouraging.
These results demonstrate that the energy and geometry of

charge-separated excited states can be captured by creating the
charge separation using cDFT. Although only a crude form of
constraint altering the charge held on each half of the molecule
has been used, the results are qualitatively a good fit to those from
experiment. While the backward and forward reorganization
energies vary significantly, their average is comparable with that
from experiments on these molecules.
3.3. Charge Separation in DNA. We have previously char-

acterized the performance of CONQUEST on a 10 base pair

strand of DNA in water,39 with a total of 3439 atoms. Here we
demonstrate cDFT calculations where we create and separate an
exciton on the DNA strand.
Two calculations were performed, with the charges con-

strained to be on adjacent bases (separated by 3-4 Å) or at
opposite ends of the strand (separated within the unit cell, along
the strand, by 28-29 Å, and across the unit cell separated by
water by 11-12 Å). The ground state was reached without cDFT
in 7142 s running on 64 cores connected with Infiniband (an
average of 53 atoms per core, distributed automatically using our
Hilbert curve algorithm).55 For the adjacent charges, the total
time was 37 487 s (an increase of about a factor of 5), while for
the larger separation the total time was 54 789 s (an increase of
about a factor of 8), showing that even for this large system cDFT
calculations are perfectly feasible; the variations in time reflect
the different paths to the minimum energy for the two potentials.
We show an illustration of the DNA strand and the charge
density differences for the two excitons in Figure 7. The excellent
convergence shown even for this large system demonstrates that
the implementation is scalable and efficient. In future work, we
will explore the energetics of charge separation in a variety of
biological compounds.

4. CONCLUSIONS

The cDFT formalism has been implemented into the linear
scaling DFT code CONQUEST. This will enable the study of
electron-transfer events in large biologically and technologically
relevant systems. The Beckeweight population schemewas used to
form the weight matrix, due to the ease with which both the weight
matrix and the analytic force components can be calculated.

Demonstration calculations were performed on four different
systems. First, linear scaling of constrained DFT was demon-
strated for oligomers of PPV up to 90 atoms. Then, in positively
charged dimers of DNA bases, cDFT was used to correct the
delocalized nature of the hole distribution and was found to shift
binding energies toward those found by a fully self-interaction-
corrected DFT method.

The shape changes occurring upon creation of a charge-
separated excited state in two biphenylmoleculeswere investigated.
cDFT was found to reproduce accurately the experimentally
observed changes in the dihedral angle caused by photoexcitation
to a charge-separated state. Following these initial results, a demon-
stration of cDFT in a large system (3,439 atoms) was given for the
creation and separation of an exciton in a hydrated DNA 10-mer.

Future studies will include constraining the charge on an ion as
it passes through the gramicidinA ion channel and investigating

Figure 7. (a) The cell used showing water and DNA fragment with charge density of DNA fragment only shown for clarity. (b) Charge density
difference (red for positive, blue for negative) for exciton confined to adjacent base pairs with DNA positions shown. (c) Charge density difference for
exciton on separated base pairs with DNA positions shown.
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its affect on the ion channel structure. They will also focus on
investigating charge separation in dye molecules deposited on
TiO2 surfaces,

56,57 which have shown potential for use as artificial
solar cells. It has recently been shown that linear scaling DFT
calculations can address systems with millions of atoms,58 which
opens up the prospect of performing cDFT calculations on
biologically relevant and important systems.
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ABSTRACT:We have implemented the accelerated molecular dynamics approach (Hamelberg, D.; Mongan, J.; McCammon, J. A.
J.Chem. Phys. 2004, 120 (24), 11919) in the framework of ab initioMD (AIMD). Using three simple examples, we demonstrate that
accelerated AIMD (A-AIMD) can be used to accelerate solvent relaxation in AIMD simulations and facilitate the detection of
reaction coordinates: (i)We show, for one cyclohexane molecule in the gas phase, that the method can be used to accelerate the rate
of the chair-to-chair interconversion by a factor of ∼1 � 105, while allowing for the reconstruction of the correct canonical
distribution of low-energy states; (ii) We then show, for a water box of 64 H2O molecules, that A-AIMD can also be used in the
condensed phase to accelerate the sampling of water conformations, without affecting the structural properties of the solvent; and
(iii) Themethod is then used to compute the potential of mean force (PMF) for the dissociation of Na-Cl in water, accelerating the
convergence by a factor of ∼3-4 compared to conventional AIMD simulations.2 These results suggest that A-AIMD is a useful
addition to existing methods for enhanced conformational and phase-space sampling in solution. While the method does not make
the use of collective variables superfluous, it also does not require the user to define a set of collective variables that can capture all the
low-energy minima on the potential energy surface. This property may prove very useful when dealing with highly complex
multidimensional systems that require a quantum mechanical treatment.

’ INTRODUCTION

In recent years, ab initio molecular dynamics (AIMD) has
emerged as a promising tool for performing accurate free energy
calculations from first principles.3 AIMD has been successfully
applied to the study of a diverse variety of systems, including
isolated molecules and condensed matter and solid-state
systems.4 AIMD has also been employed in a quantum me-
chanics/molecular mechanics (QM/MM) manifold to investi-
gate enzymatic reactions.5 However, the potential of AIMD to
obtain accurate free energy statistics is hindered by the fact that
configurational transitions or chemical reactions occur on time
scales that are significantly longer than those accessible using
standard AIMD methodologies. Despite the sustained and rapid
increase in available computational power and the continued
development of efficient simulation algorithms, AIMD simula-
tions of even small, isolated molecules are generally limited to
time scales of hundreds of picoseconds.

In the last two decades, considerable progress has been made
in the development of more sophisticatedmethods to explore the
configurational space of molecular systems more efficiently,
allowing for the study of slowmolecular motions and rare events.
In general, these methods can be divided into two groups: The
first involves the identification of transition pathways between
known initial and final states. Suchmethods include, for example,
transition path sampling,6 targeted molecular dynamics7 (and
constrained dynamics8 in general), and essential molecular
dynamics.9 The second group contains those methods that
efficiently sample low-energy molecular conformations, allowing
the rapid identification of thermodynamically dominant regions

on the potential energy surface (PES). These methods include
replica exchange MD10 and metadynamics.11

In the specific context of AIMD, the two most popular
contemporary free energy methods employed are constrained
MD and metadynamics. In the constrained MD method, a series
of simulations are performed using a predefined internal degree
of freedom as a constraint, and the free energy profile is obtained
by integrating the average constraint force over the reaction
coordinate. In metadynamics, the system is destabilized along a
small set of predefined collective variables (internal degrees of
freedom) by adding Gaussian potentials onto the PES in a
history-dependent fashion. The free-energy surface is then
obtained as the negative of the total bias potential added during
the simulation. Noticeably, the successful application of both
these enhanced sampling methods is dependent on the appro-
priate definition of a reaction coordinate or a set of collective
variables and therefore requires at least some a priori under-
standing of the underlying PES.

In this paper we explore an alternative biased potential method
that has been proposed recently in the framework of classical
molecular dynamics, called accelerated Molecular Dynamics
(aMD).1 In the original variant of aMD, one adds a continuous
non-negative bias potential to the actual PES, while still main-
taining the essential details of the underlying PES. This has the
effect of raising the low-energy regions on the potential energy
landscape, decreasing the magnitude of energy barriers and

Received: October 24, 2010
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accelerating the exchange between low-energy conformational
states. One of the favorable characteristics of this method is that
one can recover the canonical average of an observable so that
thermodynamic and other equilibrium properties can be accu-
rately determined. In comparison to the other enhanced sam-
pling methods described above, aMD does not require any prior
knowledge of the underlying PES.

In the context of classical simulations, aMD has already been
successfully employed to study slow time-scale dynamics in
proteins, such as HIV-protease,12 ubiquitin,13 IKBA,14 and
H-Ras.15 The enhanced conformational space sampled by
aMD has also been shown to significantly improve the theoretical
prediction of experimental NMR observables, such as residual
dipolar couplings, scalar J-couplings,13 and chemical shifts,14

which are sensitive to dynamic averaging on the micro- to
millisecond time scale.

In this paper, we explore the possibility of using the acceler-
ated ab initioMD (A-AIMD) to study conformational transitions
and enhance phase-space sampling in the condensed phase. The
present work is aimed at developing the A-AIMD method for
studying systems in aqueous solution, which could initiate a
variety of new applications, since most biological, chemical, and
industrial processes, occur in water.

After presenting briefly the formal methodology, we present
our results for three test systems: First, we investigate the
conformational behavior of an isolated cyclohexane molecule
in the gas phase. We demonstrate how A-AIMD can be used to
explore the PES, identifying different molecular conformers, and
affording accurate relative free energy statistics. Next, we present
the results of A-AIMD simulations performed on bulk water,
where it is shown that one can accelerate rotational and transla-
tional diffusion, and hence the sampling of water conformations,
while still maintaining accurate free-energy weighted structural
properties of the system.We then apply the method to Na-Cl in
solution, to show that one can accelerate the convergence of the
dissociation free energy profile of the two ions.

’THEORY AND COMPUTATIONAL DETAILS

The details of accelerated molecular dynamics have been
discussed previously in the literature.1,17 Following Voter’s
hyperdynamics scheme,18 a reference boost energy Eb is defined,
which lies above the minimum of the PES. At each step in the
simulation, if the potential energy V(r) lies below this boost
energy, a continuous non-negative bias potential ΔV(r) is added
to the actual potential. The application of the bias potential raises
the low-energy valleys and decreases the magnitude of energy
barriers, while maintaining the essential details of the energy
landscape. Explicitly, the modified potential V*(r) is defined as

V�ðrÞ ¼ VðrÞ þΔVðrÞ ð1Þ
where the bias potential is defined as

ΔVðrÞ ¼ ðEb - VðrÞÞ2
Eb - VðrÞ þ R

ð2Þ

The extent of acceleration (i.e., how much the PES is raised
and flattened) is determined by the choice of the boost energy
(Eb) and the acceleration parameter (R). More aggressive
acceleration can be achieved either by increasing Eb to flatten
the potential or by decreasing the magnitude ofR, which reduces
the roughness of the potential. In practice, finding optimal

parameters require some testing. One usually chooses param-
eters so that the magnitude of fluctuations in ΔV during the
simulations approximate the energy barriers. In many cases, the
barrier heights are not known, and optimal parameters are found
by holding one of the two parameters, while allowing the second
parameter to evolve until the system starts exploring new regions
of the phase space.

The forces acting on the nuclei are expressed as

FaMD ¼ -
DðVðrÞ þΔVðrÞÞ

Dr

¼ DVðrÞ
Dr

-
D½ðEb - VðrÞÞ2=ðEb - VðrÞ þ RÞ�

Dr
ð3Þ

which can be reformulated as (for a derivation see the Supporting
Information):

FaMD ¼ FMD 3 ð1þ ½ðEb - VðrÞÞ2=ðEb - VðrÞ þ RÞ2
- 2ðEb - VðrÞ=ðEb - VðrÞ þ RÞ�Þ ð4Þ

The bias potential as defined above ensures that the derivative of
the modified potential will not be discontinuous at points where
V(r) = Eb.

One of the favorable characteristics of this method is that it
yields a canonical average of an observable, so that thermody-
namic and other equilibrium properties can be accurately deter-
mined. The corrected canonical ensemble average of any given
property, <A>c is obtained by reweighting each point in the
configuration space on the modified potential by the strength of
the Boltzmann factor of the bias energy, exp(βΔV(r,ti)), at that
particular point:

ÆAæc ¼
R
A expð- βV�ðrÞÞ expð- βΔVðrÞÞdrR
expð- βV�ðrÞÞ expð- βΔVðrÞÞdr

¼
R
A expð- βVðrÞÞdrR
expð- βVðrÞÞdr ð5Þ

Computational Details. AIMD simulations were performed
using the Car-Parrinello (CP) scheme,19 and an in-house
modified version of the CPMD 3.13 code.20 The three systems
studied in this work were: (i) an isolated cyclohexanemolecule in
the gas phase placed at the center of a cubic box of length L =
12.00 Å; (ii) a periodically repeating cubic box of length L =
12.44 Å containing 64 H2O molecules; and (iii) a periodically
repeating cubic box of length L = 12.35 Å containing 62 H20
molecules, one Naþ ion and one Cl- ion. The electronic
structure problem was solved with density functional theory
(DFT), and in each case, the Becke (B) exchange and Lee-
Yang-Parr (LYP) correlation functional were employed.21

Although a variety of empirical corrections have been suggested
to include the effect of dispersion forces in the BLYP functional,
we chose to use the standard functional, which allows us to
compare our results directly to previous works on these systems.
For each system, a fictitious electron mass of 400 au was ascribed
to the electronic degrees of freedom, and the coupled equations
of motion were solved using the velocity Verlet algorithm22 with
a time-step of 4 au core electrons and were treated using the
norm-conserving pseudopotentials of Troullier and Martins,23

and the valence orbitals were expanded in a plane-wave basis set
up to an energy cutoff of 80 Ry. All standard and A-AIMD
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simulations were performed at T = 300 K using a Nose-Hoover
chain thermostat24 on the ions with coupling frequency of
600 cm-1. In the case of cyclohexane, a thermostat was also
used on the electrons, with a target kinetic energy of 0.001 au and
a coupling frequency of 6000 cm-1.

’RESULTS

Conformations of Cyclohexane. Accelerated AIMD is a
highly efficient and robust conformational space sampling method.
In order to demonstrate this, we performed an initial study to
explore the PESof cyclohexane. Cyclohexane can exist in a variety of
conformational states that have been depicted diagrammatically in
Figure 1a. Themost stable chemical conformation of cyclohexane is
the ‘chair’ form, for which there are two geometric isomers. These
isomers differ in respect to which hydrogen atoms in the ring adopt
axial and equatorial positions. During the interconversion process,
known as ‘ring flipping’, the axial hydrogens become equatorial and
the equatorial hydrogens become axial, and the system passes
through a metastable state, referred to as the ‘twist-boat’ con-
formation, which also possesses several geometric isomers. The
transition states associated with interconversion between twist-
boat isomers and the twist-boat and chair conformations are called

the ‘boat’ and ‘half-chair’ forms, respectively. Experimental studies
have shown that the free energy of the twist-boat conformer lies
approximately 5.5 kcal/mol above that of the thermodynamically
stable chair conformation in the gas phase,25 and the free energy
barrier for interconversion between the chair and twist-boat
conformers has been estimated by NMR experiments to be
approximately 10.4 kcal/mol.26 The ring-flipping process is there-
fore very slow, occurring on the microsecond time scale at 300 K,
which is inaccessible using standard AIMD methods.
An initial standard AIMD simulation of cyclohexane was

performed at T = 300 K starting in the chair conformation.
Unsurprisingly, this initial 400 000 steps (∼40 ps) simulation
confirmed that the chair conformation is very stable, and the
average potential energy was -41.14 au (1 au = 627.51 kcal/
mol). This value was used as the reference potential energy V0

in the subsequent A-AIMD simulations. Keeping the accelera-
tion parameter R fixed at 0.016 au (∼10 kcal/mol), a series of
short (400 000 steps) accelerated simulations were performed
using different boost energies: [Eb - V0] = (0.02, 0.04, 0.06,
0.08, and 0.10). As the value of [Eb - V0] was systematically
increased, enhanced conformational space sampling was ob-
served. Inspection of the resulting trajectories revealed that
the ‘optimal’ acceleration parameters for observing the ring

Figure 1. (a) Scheme representing the different conformations of cyclohexane. (b) The chair-to-chair interconversion was monitored during the
simulations using a ε coordinate defined in the text. The A-AIMD simulation is shown in red (dotted line), and conventional AIMD in black (solid line),
(4eþ 05 frames =∼40 ps). (c) Constrained MD was used to calculate a reference PMF and to obtain the theoretical relative free energy of the twist-
boat conformation with BLYP. (d) The A-AIMD estimate for the relative free energy of the twist-boat conformation converges toward the
expected value.
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flipping process within the time scale of the simulations were:
{[Eb - V0], R} = {0.10 au, 0.016 au}.
The conformational changes occurring in the A-AIMD simu-

lations were analyzed using geometric criteria defined by the
dihedral angles of the ring (Table SI1, Supporting Information).
In addition, a configuration coordinate, ε, was formulated as

ε ¼ ðτ1 - τ2 þ τ3 - τ4 þ τ5 - τ6Þ=6 ð6Þ

where τi is the internal ring dihedral angle (see Supporting
Information for more details). Using this configuration coordi-
nate, the two isomeric forms of the chair conformation corre-
spond to ε values of approximately -60 and þ60� and the
twist-boat intermediate corresponds to a value of ε of approxi-
mately 0. In Figure 1b, we show the conformational space
sampling afforded by the extended 400 000 step ‘optimal’
A-AIMD simulation, compared to a standard AIMD simulation
performed under the same physical conditions. In comparison to
the standard AIMD simulation, which remains in the initial chair
conformation throughout the entire trajectory, the optimal
A-AIMD simulation readily interchanges between the different
conformational states. Indeed, in the course of the 400 000 step
(∼ 40 ps) simulation, eight ring-flipping events were observed,
and the system visited all known stable, metastable, and transi-
tion states (chair, half-chair, twist-boat, envelope, and boat, see
Table SI1, Supporting Information). The efficiency of the
sampling is demonstrated by the fact that even within just
100 000 steps of A-AIMD (the equivalent of 10 ps), we observe
a conformational transition which according to transition-state
theory (assuming a transmission coefficient of 1) would actually
occur on a time scale of approximately 1 μs.
As discussed in the Theory and Computational Details Sec-

tion, aMD is not only an efficient conformational space sampling
algorithm but is also a robust free energy sampling method.
However, obtaining accurate free energy statistics is more
challenging than just exploring the conformational space: Re-
lative free energy statistics are determined not only by the
variation in the magnitude of the bias-potential but also by the
density of states (i.e., the effective population) on the modified
potential. Accurate free energy statistics can only be obtained if
multiple transitions between the different conformational states
are observed. In light of this, a second, much longer, 3 000 000
step (∼300 ps) accelerated AIMD simulation was then performed
at the optimal acceleration level. The relative free energy of the
twist-boast conformer with respect to the chair conformation was
calculated as ΔG(twist-chair) = -kT ln(P(twist)/P(chair)), using the
density of the two states after reweighting the trajectories by the
strength of the Boltzmann factor of the bias [exp(βΔV(r,ti)]. In
order to obtain an accurate estimate of the theoretical free energy
barrier for the chair to twist-boat conformational transition,
using the BLYP density functional, we employed the well-
established constrained MD approach (see Supporting Informa-
tion for more details). The results of this study are presented in
Figure 1c. The theoretical free energy barrier was found to be 9.0
( 0.3 kcal/mol, which is in good agreement with the experi-
mental estimate (10.4 kcal/mol). The A-AIMD simulation
determined the free energy for the twist-boat conformation to
lie 5.8 kcal/mol above that of the chair conformer, which is in
excellent agreement with the reference constrained MD result
(5.6 kcal/mol (0.3 kcal/mol, Figure 1c). The number of
A-AIMD steps required to reach convergence in the free energy
statistics was approximately 1.5 � 106 (see Figure 1d). In terms

of required CPU time, this is the equivalent of ∼150 ps of
standard AIMD, which is readily accessible.
In addition to obtaining the relative free energies of stable and

metastable states, the magnitude of the free energy barrier can
also be estimated approximately from A-AIMD simulations by
measuring the amount of destabilization required to observe the
conformational transition (i.e., the maximum bias potential,
ΔVmax). The energy barrier for the chair-to-chair interconversion
was estimated in this way by gradually increasing Eb (with R
fixed) until the conformational transition was observed. A bias
potential of ∼10 kcal/mol was required to leave the chair
conformation, in good agreement with the reference calculation
for the energy barrier and with experimental data. Taken
together, these encouraging results suggest that A-AIMD repre-
sents a useful method to sample the conformational space of
isolated molecules. Next, we show that A-AIMD can also be used
to accelerate the sampling for systems in the condensed phase.
We have chosen for this study to carry out simulations on a water
box. This choice was made not only because water is important in
chemistry and biology but also because water is an important
system from a theoretical perspective, as it is often used to test
AIMD schemes and assist the development of new DFT
functionals.
Enhanced Sampling in Condensed Matter Systems: Bulk

Water. The cyclohexane study described above readily demon-
strates how A-AIMD simulations can be used to efficiently
explore the conformational space of isolated molecules and
obtain accurate free energy statistics. However, such is the
versatility of this method, A-AIMD simulations can also be
employed to enhance the phase-space sampling in condensed
matter systems. In order to investigate this, we performed a test
study on bulk water. The particular focus of this study was to
identify if it is possible to enhance the phase-space sampling
using A-AIMD while still maintaining an accurate (free energy
weighted) representation of the structural properties of the
system.
Analogous to the cyclohexane study, an initial standard AIMD

simulation was performed on a cubic box containing 64 water
molecules under periodic boundary conditions, for 20 ps. The
average density functional energy for the system was -1098.22
au, which was used as the reference potential energy, V0. A series
of five 150 000 steps A-AIMD simulations were then performed
at different acceleration levels. The specific acceleration param-
eters, [Eb- V0], and R, are presented in Table 1. As discussed in
the Theory and Computational Details Section, the level
of acceleration is determined by the relative magnitude of both
[Eb - V0] and R. The A-AIMD simulations performed here,
which we refer to as sim1-sim5, are ranked according to the level
of acceleration determined by the average magnitude of the
effective bias potential (ΔVave in Table 1).
The most direct way to assess the amount of phase-space

sampling in condensed matter systems is to monitor the average
translational and rotational diffusion properties of the composite
molecules. In Figure 2a we show the mean square displacement
of water molecules (computed after correcting for the displace-
ment of the center of mass of the box) for the standard AIMD
simulation and the five accelerated A-AIMD simulations. The
effect of the bias potential clearly enhances the average transla-
tional diffusion of the water molecules. Compared to the
standard AIMD simulation, the mean square displacement was
found to increase from two- to eight-fold from the least aggres-
sive (sim1) to most aggressive (sim5) A-AIMD simulation. In a
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similar manner, the application of the bias potential also in-
creased the observed average rotational diffusion, which was
assessed by calculating the effective (unweighted) reorientational
autocorrelation function of the normalized O-H bond vector,
averaged over all water molecules in the system. The reorienta-
tional autocorrelation functions shown in Figure 2b describe how
a water molecule on average loses memory of its orientational
‘state’ during the simulation. As reorientation diffusion in con-
densed matter systems is a stochastic process, the associated
autocorrelation functions show an exponential decay. By defini-
tion, in the limit that the autocorrelation function approaches

zero, the water molecules in the system have undergone a
rotation of 2π radians on average. As can be seen in Figure 2b,
even under only moderate acceleration (sim3), the reorienta-
tional correlation function approaches zero within 150 000 steps,
compared to the standard AIMD simulation, where the reor-
ientational correlation function approaches zero at step 315 000
(by extrapolation).
We would like to point out that during an A-AIMD simulation,

the system evolves on a nonlinear time scale. Unfortunately,
obtaining an accurate estimate of the time scale of the observed
phase-space sampling in the A-AIMD simulations is not trivial. In
light of this, we did not attempt to extract a meaningful estimate
of the true translational and reorientational diffusion coefficients
from the biased potential AIMD simulations. However, by
comparing the effective mean-square displacements and reor-
ientational relaxation ‘times’ (as a function of the number of MD
steps), we can assess the effective enhancement in the transla-
tional and reorientational phase-space sampling compared to the
standard AIMD simulation, reported in Table 1.
The results presented in Figure 2 clearly show that the effect of

the bias potential significantly enhances the translational and
reorientational diffusion properties of the system, and therefore
A-AIMD simulations afford a substantial increase in the observed
phase-space sampling. In order to study the structural properties
of the system under the application of the bias potential, we
calculated the free-energy weighted radial (O 3 3 3O) and angular
(H-O 3 3 3O) distribution functions for all five A-AIMD
simulations.
The O 3 3 3O radial distribution functions are presented in

Figure 3a and b along with the results obtained for both the
standard AIMD simulation (20 ps) and an experimental X-ray
diffraction study. Up to a moderate acceleration level (sim3), the
free energy weighted radial distribution functions are in excellent
agreement with the experimental X-ray diffraction data. The
radial distribution functions obtained from the more aggressive
accelerated simulations (sim4 and particularly sim5) appear to be
less accurate, which is a direct result of the relatively short length
of the simulations and the effect of enhanced statistical noise in
the free energy reweighting protocol. When performing longer
A-AIMD simulations at elevated acceleration levels, the noise in
the free energy statistics will start to cancel out, and there may be
in fact no loss in accuracy. The free energy weighted H-O 3 3 3O
angular distribution functions for the five A-AIMD simulations
discussed here are presented in Figure 3c and compared to the
standard AIMD result and experimental NMR data. Interest-
ingly, a closer resemblance was obtained between the computed
angular distribution function and the experimental NMR
result as the level of acceleration (and therefore the extent of

Figure 2. Observed dynamical properties of waters in conventional
AIMD and A-AIMD simulations: (a)mean-square displacement and (b)
orientational autocorrelation functions for O-H vectors.

Table 1. Summary of the A-AIMD Simulations Performed for a Water Box with 64 H2O Moleculesa

simulations Eb - V0 (au) R (au) time (ps) ΔVave (kcal/mol) ΔVmax (kcal/mol) Dacc/D τ/τacc

MD - - 20 - - 1.0 1.0

sim1 0.1 0.1 15 0.8 5.4 2.1 1.7

sim2 0.2 0.4 15 1.1 7.3 2.9 1.9

sim3 0.2 0.1 15 1.7 11.2 4.3 2.1

sim4 0.3 0.4 15 2.5 15.4 6.4 3.0

sim5 0.3 0.1 15 3.1 16.6 7.1 3.6
aThe two parameters Eb and R are used to control the level of acceleration. The difference between Eb and the average potential energy V0 of a
conventional AIMD simulation is given. The average and maximum values of the effective bias potential during the simulation are shown together with
the acceleration with respect to conventional simulations in the observed diffusive properties (Dacc/D) and orientational correlation times (τ/τacc).
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phase-space sampled) was increased. We note in passing that
under more aggressive acceleration conditions, we observed
proton transfer events caused by the dissociation of water
(data not shown). Although we did not attempt to study water
autoionization here, it suggests that an even larger boost may be
useful in some cases to study these rare events. Experimentally, a
single water molecule is known to undergo autoionization in
∼10 h.29

Potential of Mean Force (PMF) Calculation for the Dis-
sociation of Na-Cl in Water. The results obtained from our
initial study on bulk water show that the application of the bias
potential allows for a significant enhancement in the phase-space
sampling, while still maintaining an accurate free energy
weighted representation of the structural properties of the system
up to moderate acceleration levels. In light of these results, it
appears that A-AIMD can be employed as an efficient method to
determine thermodynamic and equilibrium properties in

condensed matter systems, particularly when these properties
are sensitive to the effects of time and ensemble averaging,
mediated by the diffusive properties of the solvent. In order to
demonstrate this, we have calculated the free energy profile for
the dissociation of Na-Cl in bulk water using an extended
accelerated AIMD approach. Classical MD studies of this system
date to 1984.30 However, it has been studied only recently with
ab initio methods.2

The simulation details and setup employed in this work are
identical to those of the recently published study by Timko et al.
using conventional constrained AIMD simulations. In this pub-
lished study, the reaction coordinate, r, was defined as the
distance between the Na and Cl ions, and it was found that a
simulation time of up to 6 ps was required in order to converge
the average constraint force at each constraint distance. The free
energy profile (or potential of mean force) for Na-Cl dissocia-
tion was then obtained by integrating the average constraint force
over the reaction coordinate. In the present work, we have
performed the same constrained simulations in the framework of
A-AIMD, using the ‘optimal’ acceleration parameters obtained from
the bulk water study presented above: {Eb - V0, R} = {0.2 au,
0.1 au}.
In Figure 4a we compare the convergence of the cumulative

average constraint force obtained from A-AIMD to that obtained
using standard AIMD for a constraint distance, r = 3.5 Å. The

Figure 4. Convergence of the dissociation profile of NaCl in solution:
(a) Cumulative average of the mean force at a separation length of 3.5 Å
between Na and Cl (after reweighting the trajectories with eq 5). The
convergence is shown for A-AIMD (dashed red line) and for conven-
tional AIMD (solid black line). (b) Potential of mean force for the
dissociation of NaCl in water computed with A-AIMD (1.5 ps per point)
and with conventional AIMD (1, 2, and 6 ps per point).

Figure 3. Structural properties of water in conventional AIMD and
A-AIMD simulations. (a and b) Showing a comparison with X-rays
diffraction27 for the O-O radial distribution functions (RDFs) and (c) a
comparison with NMR28 for the orientation of hydrogen bonds.
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cumulative average of the mean force in the A-AIMD simulation
(which is free energy weighted) converges to the same value as in
the conventional AIMD simulation (-0.0004 au) within 15 000
steps (the equivalent of 1.5 ps of standard AIMD simulation).
Using this result as a guideline, the free energy profile for
dissociation of NaCl in bulk water was calculated by performing
21 constrained accelerated AIMD simulations for 15 000 steps
across the entire reaction coordinate from r = 2.7 to 5.7 Å
(Figure 4b). The resulting potential of mean force is in excellent
agreement with the previously published results of Timko et al.,
who used a sampling time of 6 ps. Therefore, the application of
the bias potential affords an approximate four-fold speed up in
the convergence of the potential of mean force, as is readily
demonstrated in Figure 4b. This four-fold speed-up is consistent
with the estimated enhanced phase-space sampling results ob-
tained from the comparative analysis of the translational and
reorientational diffusion properties of bulk water (Table 1, sim3).

’CONCLUSIONS

We have discussed the preliminary testing and implementa-
tion of the accelerated MD approach in the framework of AIMD.
Using three simple examples, we have demonstrated that
A-AIMD is a highly efficient and robust method for enhanced
conformational and phase-space sampling. In particular, we have
shown that the effect of the bias potential allows for the study of
slow conformational transitions and rare events, such as the ring-
flipping process in cyclohexane, that occurs onmicrosecond time
scales and is inaccessible when using standard AIMD. For
isolated molecules, we have shown that A-AIMD affords accurate
free energy statistics that allows for the determination of
thermodynamic and other equilibrium properties. In the con-
densed phase, obtaining converged free energy with A-AIMD
may bemore challenging, due to the requirement that rare events
are sampledmany times. However, convergence problems can be
avoided by using a different free energy method that allows for
the computation of the free energy along collective variables. As
an example, we have shown that A-AIMD can be used in
conjunction with constrained MD to accelerate the convergence
of constrained MD by a factor of ∼4, for the case of 2 ions in a
water box. The A-AIMD method is likely to be a useful addition
to existing methods for sampling purposes and for helping to
determine an optimal set of collective variables that can describe
all the low-energy transformations.

As mentioned in the Introduction, one interesting feature of
A-AIMD is that it can accelerate rare events while maintaining
the essential details of the underlying PES. Since the ordering of
minima on the PES is conserved, events that are low in energy are
likely to occur first during an A-AIMD simulation. This property
can be used to gain an intuitive understanding of chemical
reactivity. In future applications, we plan to apply the method
to study complex chemical reactions in the condensed phase.

Finally, although all the biased potential simulations presented
here have been performed in the framework of Car-Parrinello
MD, wewould like to note that the implementation of this method
in the framework of Born-Oppenheimer or Ehrenfest dynamics is
equally viable. In conclusion, A-AIMD represents a highly efficient
and versatile addition to existing ab initio methodologies for
performing enhanced conformational space sampling and deter-
mining accurate free energies. In future works, A-AIMD could also
be used to study chemical reactions in solution or applied to larger
systems of biological relevance within a QM/MM framework.
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ABSTRACT: The energetics of various electromeric states for two heme complexes with an iron-oxo (FeO3þ) group, FeO(P)þ

and FeO(P)Cl (P = porphin), have been investigated, employing DFT and correlated ab initio methods (CASPT2, RASPT2). Our
interest focused in particular on tri- and pentaradicaloid iron(IV)-oxo porphyrin radical states as well as iron(V)-oxo states.
Surprisingly, the iron(V)-oxo ground state is predicted for both models in vacuo. However, the presence of a polarizable medium,
such as a solvent or a protein environment, favors the iron(IV)-oxo porphyrin radical cation, which is predicted to be the actual
ground state of FeO(P)Cl under such conditions. Nonetheless, the iron(V)-oxo electromer is still expected to lie only a few
kcal/mol above the ground state—a conclusion coming from both CASPT2 and RASPT2 calculations with a very large active space
and further supported by a calibration with respect to coupled cluster CCSD(T) calculations for a simplified small model. The DFT
results turn out to be strongly functional-dependent and thereby inconclusive. The widely used B3LYP functional—although
correctly predicting the iron(IV)-oxo porphyrin radical ground state for FeO(P)Cl—seems to place the iron(V)-oxo states much
too high in energy, as compared to the present CASPT2, RASPT2, and CCSD(T) results.

1. INTRODUCTION

High-valent iron-oxo porphyrins are strong and important
oxidants, employed by nature in the cytochrome P450 catalytic
cycle1,2 and supposedly participating in the oxygen-transfer
reactions catalyzed by iron porphyrins.3 In both catalytic cycles,
the active intermediate is normally assumed to be an iron(IV)-
oxo porphyrin radical cation species, (FeIVO)(P•þ), also known
as Compound I (Cpd I).1 The high (þIV) oxidation state on Fe
is stabilized by the coordination of strong electron donors: the
porphyrinate and, particularly, the oxo ligand. In the presence of
σ donors stronger than porphyrin (and more resistant to
oxidation), such as tetradentate amido macrocycles, an even
higher (þV) oxidation state of iron is stable in several known
iron(V)-oxo complexes.4,5 The possibility of iron(V)-oxo com-
plexes with corroles and corrolazines (close analogues of por-
phyrins) was also reported.6 All of these facts raise the important
question of whether similar iron(V)-oxo species with a porphyrin
ligand may also exist and be stable enough to be interesting for
chemistry.7,8 Due to the very electrophilic nature of the FeVO
group (d3), the hypothetical iron(V)-oxo porphyrin species
could be extremely strong oxidants, with possibly very interesting
properties.

The hypothetical iron(V)-oxo porphyrin may be viewed as an
electromer (electronic isomer) of the “standard” Cpd I—i.e.,
iron(IV)-oxo porphyrin radical—species, obtained by moving
one electron from the iron to the porphyrin, as illustrated in
Figure 1. Furthermore, as shown in this figure, in both the
iron(IV) and iron(V) forms, two local spin states on iron should
be considered. For the iron(IV)-oxo states, these two possibilities
are usually referred to as triradicaloid (local triplet state on the Fe,

denoted 3FeIV; three unpaired electrons in total) and pentaradi-
caloid (local quintet state on the Fe, denoted 5FeIV; five unpaired
electrons in total). Similarly, for the iron(V)-oxo states, both the
doublet and the quartet spin state are possible. The ligand radical
in the triradicaloid and pentaradicaloid forms may be localized in
either of the two highest-occupied π orbitals of the porphyrin
(Pπ): a2u or a1u (the scheme in Figure 1 shows the first possi-
bility).9 For each type of ligand radical, the coupling between the
local spin on iron (triplet or quintet) and the local spin on the
ligand (doublet) may be either ferro- or antiferrmagnetic, thus
producing a pair of close-lying electronic states: quartet and
doublet (for the triradicaloid form) or sextet and quartet (for the
pentaradicaloid form). Therefore, there are plenty of possible
iron(IV) and iron(V) electronic states to be considered. Each of
these states will be labeled by specifying the oxidation state and
the local spin on the iron (e.g., 3FeIV, 4FeV) as well as the radical
character and the local spin on the porphyrin: either closed-shell
1P or the radical cation 2P•þ of two types (a2u or a1u); this
notation is used in Figure 1.10

Various spectroscopic techniques have clearly identified the
triradicaloid iron(IV)-oxo ground state for Cpd I species of
enzymes and their synthetic analogues.11�16 A consensus has
been reached between experiment and theory about this descrip-
tion.1 Nonetheless, there have also been remarkable arguments
in favor of iron(V)-oxo porphyrin species: from an early (and
maybe naive) notion in the 1990s17,18 until the dissemination of
recent spectroscopic data from laser flash photolysis (LFP)

Received: October 28, 2010
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experiments.19�21 The LFP experiments seem to suggest that the
iron(V)-oxo electromer could be stable enough to be “seen” in
UV/vis spectroscopy and kinetic experiments, and it was even
speculated that the iron(V)-oxo species may play some role in
oxo-transfer reactions catalyzed by iron porphyrins and enzy-
mes.21 Yet, theory was rather sceptical of this concept. The
iron(V)-oxo electromer of the P450 Cpd I model was indeed
captured in some of the DFT studies, but at such a high energy
(16�24 kcal/mol) above the iron(IV)-oxo triradicaloid ground
state that it was judged as not likely to play any role in the
catalytic oxidation pathways.22,23 Only very recently, Chen
et al.24 showed that with multireference ab initio methods
(CASPT2) the iron(V)-oxo states appear at lower energies, sug-
gesting that they might be readily accessible at ambient tempera-
tures. Moreover, on the basis of recent theoretical studies, the
iron(IV)-oxo pentaradicaloids were also proposed as alternative
active species in the catalytic cycle.23,24 Despite notable progress,
little is still known about the stabilities of various electromeric states
in high-valent iron-oxo porphyrins (also in general, not necessarily
restricted to models of P450 Cpd I). In our opinion, some aspects
of the computational methodology also have to be further clarified,
such as the performance of DFT and the adequacy of the active
spaces used in the multireference calculations reported so far24�27

(in particular, the π system of porphyrin) in providing a realistic
description of the various electromeric states. We note that a
reliable theoretical description ofCpd I and related iron-oxo species
really is a challenging task for all computational methods, having to

deal with at least two tricky issues: the problem of noninnocent
ligands on the one hand and the description of spin state energetics
in transition metal complexes on the other hand.8

In this paper, we study the relative energies of various electro-
meric states in two model iron-oxo porphyrin complexes: FeO-
(P)þ and FeO(P)Cl (P = porphin), shown in Figure 2. The
complexes are studied using quantum-chemical calculations in
vacuo, but the effects of a polarizable environment are also
investigated. In addition to (now standard) DFT methods, we
apply a multireference ab initio formalism: both the Complete
Active Space (CASSCF/CASPT2) method28 and its general-
ization—the Restricted Active Space (RASSCF/RASPT2)
methods.29 The RASPT2 method permits us to include more
active orbitals in the active space than is possible in CASPT2, in
particular, to extend the active space with a number of porphyrin
π orbitals. On the basis of our previous experience with copper
corroles30 (also dealing with the question of metal versus ligand-
based oxidation), the latter orbitals are expected to significantly
influence the splitting between the iron(V)-oxo and iron(IV)-
oxo porphyrin radical electromers. While considering various
computational approaches for the present problem, we also
thought about the coupled cluster CCSD(T) method. However,
as the presently studied heme complexes are too large for this
method, we applied CCSD(T) to a smaller model complex,
FeO(L2)

þ (where L = η2-N2C3H5
� is the vinylogous amidine

ligand), designed to mimic the essential structural and electronic
features of the heme complexes, as shown in Figure 2. The idea of
such a small model was inspired by similar “calibration” studies
by Harvey et al. on ferrous and ferric heme systems.31,32 As we
shall see, cross-checking of DFT, RASPT2, and CCSD(T) for the
small model gives extra knowledge about the performance of
these methods for the present task.

2. COMPUTATIONAL DETAILS

2.1. DFT Calculations. Spin-unrestricted DFT calculations
were carried out with the Turbomole 5.933 and Gaussian 200934

packages, employing the def2-TZVP basis sets.35 To cover a
broad spectrum of various exchange-correlation functionals, we
used both popular hybrid (B3LYP,36 PBE0,37 B3LYP*38) and
nonhybrid functionals (BP86,39,40 PBE,41 OLYP42). We also
tried the recently developed long-range corrected hybrid func-
tional (LC-ωPBE43�46), hoping that it might improve the
description of electron transfer between the iron and porphyrin
fragments. The structures were optimized at the BP86 level for

Figure 1. Electronic structure of an iron-oxo porphyrin compound in its
various possible electromeric states.

Figure 2. Structures of the studied heme complexes (FeO(P)þ, FeO-
(P)Cl) and of the small model (FeO(L2)

þ), and their orientation in the
coordinate system.
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each of the considered electronic states (adiabatic calculations).
DFT:BP86 structures were used in single point calculations with
all other functionals (since initial tests showed that the relative
energies are changing by just a fraction of a kcal/mol as compared
to the energies obtained from full structure optimizations with
each functional). The optimizations performed for the heme
complexes exploited their C4v symmetry, except for the degen-
erate 2FeV doublet, which has an unequal occupation of the FeO
πxz,yz* orbitals and thus undergoes a significant Jahn�Teller
distortion to C2v. The distortion is more pronounced for FeO-
(P)þ than for FeO(P)Cl. In order to preserve the similarity with
the heme complexes, the small model was optimized with its four
nitrogens constrained to lie in a single plane. The optimized
Cartesian coordinates may be found in the Supporting Informa-
tion. A number of DFT calculations including implicit solvation
were also performed, making use of the standard COSMO
model47 as implemented in Turbomole. These calculations were
performed for two values of the dielectric constant (ε = 5.7 and
79), using the (unoptimized) bond radii multiplied by 1.17, and
all other settings set as the defaults in Turbomole 5.9. Selected
test calculations were also repeated with the PCM model48 as
implemented in Gaussian 2009. Very similar effects of solvation
were obtained with both solvation models.
2.2. CASSCF/CASPT2 and RASSCF/RASPT2 Calculations.

CASSCF/CASPT228 and RASSCF/RASPT229 calculations
were performed with Molcas 7.4,49 using a scalar-relativistic
second-order Douglas�Kroll Hamiltonian,50 the standard
IPEA-shifted zero order Hamiltonian for second order perturba-
tion theory,51 and Cholesky decomposition of two-electron
repulsion integrals52—all of these features as implemented in
Molcas 7.4. Single-point calculations were performed on top of
the DFT:BP86 structures obtained for each electronic state. The
calculations for the heme complexes employed two types of
Atomic Natural Orbitals (ANO) basis sets (basis I and II). The
smaller one (basis I) was composed of ANO-RCC53 on iron
(contracted to [7s6p5d2f1g]) and ANO-S54 on the ligands
(contracted to [4s3p1d] on C, N, and O, to [5s4p2d] on Cl,
and to [2s] on H). The larger one (basis II) was composed of
ANO-RCC on all atoms, contracted to [7s6p5d3f2g1h] on Fe; to
[4s3p2d1f] on C, N, and O; to [5s4p3d2f] on Cl; and to [3s1p]
on H. The results reported in section 3 were obtained with basis
II, while basis I was used mostly for testing purposes (see the
Supporting Information). The calculations for the small model
FeO(L2)

þ additionally employed three types of correlation
consistent basis sets, the same as used in the CCSD(T) calcula-
tions and denoted as T/D, T/T, and Q/T (vide infra). In all
CASPT2 and RASPT2 calculations, the core electrons were kept
frozen. However, for bases I and II, the semicore Fe (3s, 3p)
electrons were correlated, in contrast to the correlation consis-
tent basis sets (T/D, T/T, Q/T), which are not designed for cor-
relating these electrons. It was tested (with basis I) that excluding
the Fe (3s, 3p) electrons from the correlation treatment only
gives a secondary difference in the relative energies (affecting
mostly the energy difference between the pentaradicaloid and
triradicaloid FeIV states, while leaving the separation between the
FeV and FeIV states virtually unaffected).
All of the CASSCF/CASPT2 and RASSCF/RASPT2 calcula-

tions were performed state specifically for each of the considered
electronic states. The high symmetry of the present models (C4v

for the heme models, C2v for the small model) is beneficial for
locating the interesting states as the lowest CI roots correspond-
ing to a given spin and spatial symmetry. Actually, due to

technical limitations (Molcas supports Abelian groups only),
all of the calculationswere performed inC2v formal symmetry.Most
of the considered electronic states were still located as the lowest
roots in different irreps of C2v. This is not the case with the

4A2 and
4B2 states, both belonging to the same irrep (A2) in C2v. However,
as they are still orthogonal, the 4A2 and 4B2 states were easily
distinugished from each other in state-specific calculations (with
help of the CISELECT facility of the RASSCF module in Molcas).
Obviously, it would bemore difficult to apply the same state-specific
procedure to less symmetric systems (not covered in this study),
like for instance P450 Cpd I. In general, symmetry lowering may
cause mixing between the FeIV and the FeV states, analogous that
found here for the 2B1 state of the small model (vide infra).
The choice of the active orbitals for the CASSCF calculations

was made according to the standard rules for transition metal
compounds.55�57 Nondynamical correlation effects involving
the Fe 3d electrons, the Fe�O bond, and the Fe�P σ bond
are described by making active four pairs of bonding�antibonding
orbitals (Fe3dxz�O2pxf(πxz,πxz* ); Fe3dyz�O2pyf(πyz,πyz* );
Fe3dz2�O2pzf(σz2,σz2*); Fe3dxy�Pσxyf(σxy,σxy* )), the re-
maining nonbonding Fe 3dx2�y2 orbital, and three double-shell
orbitals (3d0xz, 3d0yz, 3d0x2�y2). In order to allow electron transi-
tions between the Fe and P fragments, the two highest-occupied
π orbitals of the porphyrin, a2u(a1) and a1u(a2), as well as their
correlating π* orbitals eg(b1,b2) were made active. These four
frontier π orbitals of the porphyrin are known in the literature as
the Gouterman set. This choice leads to an active space of 15
electrons distributed in 16 active orbitals (15in16). Although
this is already a fairly large active space, previous experience58

tells us that many more (preferably all) π, π* orbitals on
porphyrin should be made active in order to provide a correct
description of the relative energies of various electromeric
states (in particular, the FeV and FeIV states). Obviously, this
is computationally not feasible within CASSCF. Therefore,
RASSCF calculations were performed instead. Here, the active
space is further subdivided into three subspaces, RAS1, RAS2,
and RAS3.29 The RAS2 subspace (where, as in CASSCF, all
possible excitations are allowed) was kept limited to the singly
occupied orbitals plus those pairs of orbitals describing the most
important nondynamical correlation effects. In contrast, the
doubly occupiedπ orbitals of the porphyrin and their correlating
π* orbitals, as well as other less important active orbitals (among
which the three 3d0 orbitals), were kept in RAS1 (if nearly
doubly occupied) or in RAS3 (if nearly empty). Up to double
excitations were then allowed out of RAS1 and into RAS3.
Similar calculations have already been performed recently, both
for organic molecules (such as free base porphin) and transition
metal systems (such as copper corrole).29,30,58 However, for the
present case, it turned out to be particularly difficult to find a
combination of a global active space with an RAS2 subspace that
is both reliable and still computationally feasible. A number of
test calculations have been carried out for this purpose: selected
results are given in the Supporting Information, and the most
important conclusions obtained from these preliminary studies
are summarized below.
First, extending the 15in16 active space with all remaining π

and π* orbitals of the porphyrin leads to a very large active space
of 37 electrons in 36 orbitals (37in36). This active space is
computationally feasible only if combined with a very small RAS2
subspace, containing only the singly occupied (SO) orbitals.
Therefore, 37in36 was reduced by removing four occupied π
orbitals of the porphyrin and their four correlating π* orbitals
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(eight orbitals in total). The orbitals removed correspond to
combinations of C2pz of the β carbons of the pyrrole rings. The
resulting active space of 29 electrons in 28 orbitals (29in28) still
contains 16 (π,π*) orbitals on the porphyrin and may be viewed
as an active space correlating 18 “aromatic electrons” of the
porphyrin ring (H€uckel formula: 4n þ 2 = 18 for n = 4,
corresponding to the shortest cyclic path through the porphyrin
ring). A comparison of the results obtained with the 37in36 and
29in28 active spaces, combined with a RAS2 subspace containing
only the singly occupied orbitals, has shown that both active
spaces point to a similar (up to (3 kcal/mol) set of relative
energies (see the Supporting Information).
The second step was to find a reasonable RAS2 subspace to be

combined with the 29in28 global active space. To this end,
various choices of RAS2 were compared within the smaller
15in16 global active space (see the Supporting Information).
First, it turns out that a RASPT2(15in16) treatment based on a
RAS2(15in11) subspace (i.e., with the Fe 3d0 and the correlating
π* (eg) orbitals on the porphyrin moved to RAS3 as compared to
CAS) produces nearly the same relative energies as the full
CASPT2(15in16) treatment. This brings a promising suggestion
that both the 3d double-shell effect on iron and the porphyrin
π�π* correlation may be well described by up to double excita-
tions. Next, RASPT2(15in16) calculations were tested in com-
bination with two smaller subspaces, denoted as RAS2(6þSO)
and RAS2(8þSO). RAS2(6þSO) contains three couples of
bonding�antibonding Fe3d�O2p orbitals and all (remaining)
singly occupied orbitals (i.e., 7in6 for 2E, 9in7 for 4A1,2, 11in9 for
6A1,2). With this RAS2 space, an optimal description of the non-
dynamical correlation effects connected to the (very covalent)
Fe�O bond is provided. RAS2(8þSO) additionally contains the
σxy,σxy* pair, thus improving the description of nondynamical
correlation related to σ donation from P to Fe. Obviously, the
RASPT2 results obtained with RAS2(6þSO) and RAS2(8þSO)
differ somewhat from each other and from those obtained with
RAS2(15in11), as well as from the full CASPT2 results. How-
ever, the differences are rather small (a few kcal/mol), indicating
that even the least extensive subspace RAS2(6þSO) is a reason-
able choice. The results reported below refer to the 29in28 global
active space combined with the RAS2(6þSO) subspace. The
choice of RAS2(8þSO) would perhaps give slightly better
results. However, this subspace is too large to be combined with
the 29in28 global space at a reasonable computational cost. The
small variation of the relative energies caused by excluding the
σxy,σxy* pair from RAS2 in RAS2(6þSO) is not expected to
change any of our important conclusions below.
The active space for the small model was constructed analo-

gously. Since we have not found any natural analogue of the
Goutermann π set for the small model, the 15in16 active space
was not considered, and hence no CASSCF/CASPT2 calcula-
tions were performed for the small model. Including all ligand π
and π* orbitals gives an active space of 23 electrons in 22 orbitals
(23in22) for RASSCF/RASPT2 calculations. This active space is
still small enough to be combined with various choices of RAS2
(defined analogously as for the heme models): RAS2(6þSO),
RAS2(8þSO), and RAS2(15in11). (The last subspace contains
the highest occupiedπ orbitals of a1 and b2 symmetries instead of
a2u and a1u for porphyrin.) The orbital carrying the free radical in
the FeIV states considered for the small model, HOMO(b2), was
treated as singly occupied not only for the 4B1 and

6B2 states but
also for 2B1, where it is partially occupied due to the mixed
FeV�FeIV character of this state (vide infra). In contrast, this

orbital was treated as doubly occupied for the 2B2 state. Our main
conclusions drawn from these test calculations essentially con-
firm the picture obtained for the heme complexes. Thus, the
23in22 results obtained with RAS2(15in11) and RAS2(8þSO)
are nearly identical and also similar to those obtained with the RAS2
(6þSO) subspace. The largest discrepancies between the RAS2-
(6þSO) and RAS2(8þSO) subspaces are observed for the tri- to
pentaradicaloid excitation energy. However, we shall see that the
CASPT2/RASPT2 description of this excitation is almost cer-
tainly biased in favor of the high-spin state anyway. In contrast,
the difference between the predicted FeV�FeIV gaps with both
RAS2 spaces is much less pronounced. The results reported for
the small model in section 3 refer to the 29in28 global active
space with a RAS2(8þSO) subspace. More technical details of
CASSCF/CASPT2 and RASSCF/CASPT2 calculations may be
found in the Supporting Information.
2.3. CCSD(T) Calculations for the Small Model. Restricted

open-shell CCSD(T) calculations were performed for DFT:
BP86 structures with Molpro 200959 using the Douglas�Kroll
(DK) scalar relativistic Hamiltonian and three DK recontrac-
tions60 of the Dunning correlation consistent (cc) basis sets.61

The smallest one, denoted T/D, was composed of cc-pVTZ-DK
on Fe and cc-pVDZ-DK on the ligands. The middle one, T/T,
was simply cc-pVTZ-DK on all atoms. The most extensive one,
Q/T, was composed of cc-pVQZ-DK on Fe and cc-pVTZ-DK on
the ligands. The correlation energy extrapolated to the complete
basis set on Fe (while keeping cc-pVTZ-DK on the ligands) was
also calculated from the Q/T and T/T results assuming the “1/
X3” dependence of the residual correlation energy due to
Helgaker et al.62—yielding the results reported below as ¥/T.
The restricted open-shell Kohn�Sham orbitals obtained from
the B3LYP functional were used in the CCSD(T) calculations in
order to speed up the coupled cluster convergence and to reduce
the orbital bias caused by electron correlation (for the use of
Kohn�Sham orbitals in coupled cluster calculations, we refer to
the literature32,63�65). The impact of multireference effects on
the coupled cluster calculations was estimated by means of vari-
ous diagnostics computed for the CCSD wave function: T 1,

66

D 1,
67 and the maximum absolute value found for the amplitudes

of double-excitations (maxij,ab|tij
ab|).

3. RESULTS AND DISCUSSION

3.1. Electromeric States of FeO(P)þ and FeO(P)Cl. Before
discussing the stability of various electromeric forms for the heme
models, FeO(P)þ and FeO(P)Cl, let us first describe which of
their electronic states are included in this study. The various
electromeric forms (cf Figure 1) give rise to the following
electronic states (all labeled under C4v symmetry):

ð3FeIVOÞð2P•þa2uÞ f 2A2 þ 4A2

ð3FeIVOÞð2P•þa1uÞ f 2A1 þ 4A1

ð5FeIVOÞð2P•þa2uÞ f 4A1 þ 6A1

ð5FeIVOÞð2P•þa1uÞ f 4A2 þ 6A2

ð2FeVOÞð1PÞ f 2E

ð4FeVOÞð1PÞ f 4B2
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Due to the high symmetry of the heme complexes, mixing
between most of the listed electronic states is symmetry-for-
bidden. Exceptions are the quartets of A1,2 symmetry, each emerg-
ing both from the triradicaloid and the pentaradicaloid form.
However, because of the different local spin on the iron for both
forms, virtually no mixing is observed in this case. We further
note that for the pentaradicaloid form (5FeIV)(2P•þ), only the
sextet states will be reported below (the corresponding quartet
states are expected to have very similar energies24).
Tables 1 and 2 contain the relative (adiabatic) energies

obtained for the considered states of the studied heme com-
plexes, FeO(P)þ and FeO(P)Cl; in all cases, the energies are
given with respect to 4A2 (i.e., the triradicaloid with a2u hole).
Let us first focus on the iron(IV)-oxo triradicaloid states. As

might be expected, the doublet and the quartet states of each
triradicaloid (a2u- or a1u-type) are close in energy—a situation
which is also known well for the models of P450 Cpd I.1,68

Looking at the relative energies of the states with either a2u or a1u
orbitals singly occupied (i.e., considering the 4A2�4A1 or
2A2�2A1 gap), one may easily notice that the different DFT
methods predict rather similar relative energies, which are also
close to the RASPT2 results. In contrast, the CASPT2 calcula-
tions significantly overstabilize the a2u-type radicals. This is
obviously caused by the limitations of the 15in16 active space

underlying the CASPT2 calculations; this active space includes
only four frontier π orbitals on the porphyrin (the Gouterman
set). The deficiency is clearly removed in the RASPT2 calcula-
tions based on the larger 29in28 active space, containing now as
many as 16 π orbitals on the porphyrin. We further notice that
the a1u-type radicals (2,4A1) are more stable than the a2u-type
radicals (2,4A2) for FeO(P)

þ (except for the deficient CASPT2
calculations), whereas in FeO(P)Cl, this ordering is reversed. It
was noted just above that within the same configuration (either
a1u or a2u radical), a very small quartet�doublet energy separa-
tion is found at all computational levels. This is easily under-
standable, as both states differ only by weak magnetic coupling
between two spatially separated spins: on the FeO group and on
the porphyrin. However, from the results in Tables 1 and 2, it is
clear that also for this property CASPT2 gives results that are
deviating both from the DFT and the RASPT2 results, by
overestimating the absolute value of the magnetic coupling and
often giving it a wrong sign (i.e., predicting antiferromagnetic
instead of ferromagnetic coupling). Again, these deviating results
should be brought back to the limitations of the 15in16 active
space used in CASPT2. Using a larger active space, the RASPT2
calculations clearly provide results for the 2A2�4A2 and

2A1�4A1

gaps that are superior to those of CASPT2.
Let us now focus on the energy difference between the

pentaradicaloid (5FeIV)(2P•þ) and the corresponding triradica-
loid (3FeIV)(2P•þ) states. As was already mentioned (and is
shown in Figure 1), the transition from the tri- to pentaradicaloid
state de facto comes down to a spin promotion from the inter-
mediate-spin (triplet) to the high-spin (quintet) local spin state
of FeIV. Due to the local character of this excitation, about the
same energy difference is obtained for the a2u-type radicals (i.e.,
6A1�4A2 gap) as for the a1u-type radicals (i.e.,

6A2�4A1 gap). It is
known from previous studies on transition metal complexes8,69�71

that spin state energetics are very sensitive to the applied DFT
method. This is also the case here, the hybrid functionals
predicting a much lower relative energy of the sextet (spin-
promoted) state than the nonhybrid functionals. The discrepan-
cies are substantial, for instance BP86 predicts the 6A1 state at
∼19 kcal/mol above the 4A2 state, while B3LYP gives only
∼9�10 kcal/mol. Considering the spin promotion energy, the
OLYP (nonhybrid) functional performs closer to the hybrid than
to other nonhybrid functionals, such as BP86 or PBE (the latter
results are given in the Supporting Information). We next
observe that the CASPT2 and RASPT2 calculations clearly favor
the high-spin states, predicting even smaller promotion energies
than those from the hybrid functionals. A similar result was also
obtained byChen et al. in their CASPT2/MMstudy of P450Cpd
I.24 However, recent studies on a number of iron(II) complexes
in N4 and N2O2 architectures

72�74 have indicated that CASPT2
has a tendency to overstabilize the high spin (quintet) state in
these systems with at least a few kcal/mol. All problematic cases
involve an electron excitation from the nonbonding iron 3d
orbital to the antibonding iron�ligand combination, dx2�y2 f
σxy* . The same type of electron excitation is also involved here.
We therefore suspect that the present CASPT2 results may be
biased toward the pentaradicaloid states by a few kcal/mol, a
problem that is clearly not solved by going to RASPT2. Further
confirmation of this observation will be provided by comparing
RASPT2 with CCSD(T) benchmark calculations for the small
model (vide infra).
Perhaps the most exciting property of the studied complexes is

the relative stability of the iron(V)-oxo and the iron(IV)-oxo

Table 1. Relative Energies (kcal/mol) of the Low Lying
Electronic States of FeO(P)þa

B3LYP B3LYP* OLYP BP86 CASPT2b RASPT2c

(3FeIVO)(2P•þa2u)
4A2 0 0 0 0 0 0
2A2 0.4 0.4 0.4 0.4 �0.6 0.4

(3FeIVO)(2P•þa1u)
4A1 �3.3 �2.8 �1.2 �1.5 6.4 �0.7
2A1 �3.4 �2.9 �1.1 �1.3 5.6 �0.6

(5FeIVO)(2P•þa2u)
6A1 8.9 12.4 9.7 19.1 3.9 0.1

(5FeIVO)(2P•þa1u)
6A2 5.7 9.9 9.1 18.3 11.2 �0.8

(2FeVO)(1P) 2E 12.7 9.2 0.5 �2.4 �3.4 �6.5

(4FeVO)(1P) 4B2 12.8 11.3 3.4 5.7 �1.6 �3.5
aCASPT2 and RASPT2 energies obtained with basis II, DFT energies
with def2-TZVP (see section 2). bBased on the 15in16 active space,
including only the four π (Gouterman) orbitals on the porphyrin.
cBased on the 29in28 active space, including 16 π orbitals on the
porphyrin, with RAS2(6þSO).

Table 2. Relative Energies (kcal/mol) of the Low Lying
Electronic States of FeO(P)(Cl)a

B3LYP B3LYP* OLYP BP86 CASPT2b RASPT2c

(3FeIVO)(2P•þa2u)
4A2 0 0 0 0 0 0
2A2 0.1 0.1 0.1 0.1 �1.4 0.0

(3FeIVO)(2P•þa1u)
4A1 6.3 6.8 8.0 8.1 16.5 9.1
2A1 5.8 6.4 7.8 7.9 15.5 9.0

(5FeIVO)(2P•þa2u)
6A1 9.7 12.9 10.1 19.1 3.2 �1.5

(5FeIVO)(2P•þa1u)
6A2 17.1 20.7 18.7 27.8 21.1 9.6

(2FeVO)(1P) 2E 12.4 13.3 2.9 1.0 1.6 �1.7

(4FeVO)(1P) 4B2 13.1 11.5 3.5 5.9 3.1 2.8
aCASPT2 and RASPT2 energies obtained with basis II, DFT energies
wih def2-TZVP (see section 2). bBased on the 15in16 active space,
including only the four π (Gouterman) orbitals on the porphyrin.
cBased on the 29in28 active space, including 16 π orbitals on the
porphyrin, with RAS2(6þSO).
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porphyrin radical electromers. As observed previously for the
spin promotion energy, here also theDFT results turn out to be sub-
stantially functional-dependent. The hybrid functionals, like
B3LYP, B3LYP*, and PBE0 (the latter results are given in the
Supporting Information), strongly favor the iron(IV)-oxo trir-
adicaloid states (2,4A1 or

2,4A2) and predict a very high energy for
the iron(V)-oxo states (2E, 4B2). In contrast, the nonhybrid
functionals, like BP86, OLYP, and PBE, place both types of states
within a few kcal/molmargin. Actually, BP86 and PBE predict the
2E state as the ground state in FeO(P)þ and as nearly degenerate
with the (triradicaloid) ground state in FeO(P)Cl. Reducing the
amount of HF exchange from 20 to 15% in the B3LYP* functional
does bring the predictions of this functional somewhat closer to
the nonhybrid functionals than is the case for B3LYP (although
not always—see the 2E state in FeO(P)Cl), but still the dis-
crepancy is huge. We also applied the more recent, range-
separated hybrid functional LC-ωPBE, hoping that it might
improve the description of electron transfer between the iron
and the porphyrin.44 However, for the presently studied
systems, this functional performs very similarly to the traditional
hybrid functionals (the results may be found in the Support-
ing Information). In sum, we have found that the hybrid and
nonhybrid functionals point to two completely different pictures,
with differences in relative energies sometimes much larger
than 10 kcal/mol. Which of these two pictures is then closer to
reality?
The multireference RASPT2(29in28) and CASPT2(15in16)

calculations rather unambiguously place the iron(V)-oxo states at
low energy. This is qualitatively similar to the predictions from
the nonhybrid functionals. Such a low energy for the iron(V)-oxo
electromer may seem rather surprising. In fact, after performing
the CASPT2(15in16) calculations, we initially suspected that the
iron(V)-oxo states might be overstabilized by this method, given
the limitations of the 15in16 active space. This was our primary
motivation to introduce the extended 29in28 active space, by
including more π,π* orbitals on the porphyrin, and thereby
improving the description of the electron transfer from the iron
to the macrocycle. To our surprise, this enlargement of the active
space turned out to stabilize the iron(V)-oxo states evenmore! In
fact, the RASPT2 calculations predict an iron(V)-oxo ground
state (2E) for both complexes. This is the situation predicted for
isolated molecules in vacuo; as will be shown below, the presence
of solvent or another polarizable medium is important for the
relative energetics andmay even change the ground state.We note
that in a recent CASPT2/MM study by Chen et al.,24 the iron(V)-
oxo electromer was also found at low energy for Cpd I of
cytochrome P450. The authors of the cited paper used an active
space analogous to our 15in16 space, though even slightly smaller
on the porphyrin. We expect that extension of their active space
(i.e., providing a more balanced description of charge transfer
between the porphyrin and the FeO group) would even further
stabilize the iron(V)-oxo electromer of Cpd I.
In previous DFT studies, the iron(V)-oxo states of P450 Cpd I

were reported as electronically unstable in the presence of a
polarizable continuum or of point charges (i.e., the SCF proce-
dure under such conditions converging to the “usual” triradica-
loid state).2,22,23 Here, we estimated the effect of polarization on
the relative energetics of various electromers by means of the
standard COSMO model.47 The calculations with a dielectric
continuum obviously cannot provide a quantitative description
of the FeO(P)þ and FeO(P)Cl species in solution—their only
purpose is to provide a qualitative estimation of (nonspecific)

environmental effects in order to distinguish the situation in vacuo
from the situation in solution or in a protein. The calculations
employed two values for the dielectric constant: ε = 5.7 (corres-
ponding to a weakly polar solvent such as chlorobenzene and often
used for modeling the weakly polar interior of proteins) and ε = 79
(corresponding to a polar solvent—water) and were performed at
the DFT level with two functionals: B3LYP and BP86. The
estimated effects of the polarizable continuum on the relative
energetics are given in Tables 3 and 4. The numbers provided in
these tables are the differences in relative energy, with respect to the
4A2 state, between the COSMO and the vacuum calculations.
First, it can be seen that both functionals—even though

predicting very different relative energetics (cf. Tables 1 and 2)—
now point to quite similar “solvent” effects. This was to be
expected, as the effect of a polarizable continuum is due to simple
electrostatics, in contrast to the ordering of various electromeric
states, which is heavily dependent on electron correlation.
Second, the primary effect of the polarizable continuum is to
destabilize the iron(V)-oxo states with respect to the iron(IV)-
oxo states. The effect is more pronounced for FeO(P)Cl and is
essentially achieved already at the smaller value of the dielectric
constant (ε = 5.7). Assuming that the “solvent” effect calculated
at the DFT level is transferable to RASPT2 energetics, one would
obtain the iron(IV)-oxo electromer as the ground state in FeO-
(P)Cl. The iron(V)-oxo electromer is predicted to be an excited
state lying at only ∼4�6 kcal/mol above (depending on ε). In
FeO(P)þ, the iron(V)-oxo electromer is still predicted to be the
ground state, but the excited states of iron(IV)-oxo porphyrin
radical character are expected at lower energies than in vacuo.
In sum, the polarizable medium appears to be an important factor
in determining the relative energetics of iron(IV)-oxo porphyrin
radical and iron(V)-oxo electromers.

Table 3. Effect of the Polarizable Continuum (COSMO) on
the Relative Energetics in FeO(P)þ (kcal/mol)

ε = 5.7 ε = 78

B3LYP BP86 B3LYP BP86

(3FeIVO)(2P•þa2u)
4A2 0 0 0 0

(3FeIVO)(2P•þa1u)
4A1 0.0 0.2 0.0 0.2

(5FeIVO)(2P•þa2u)
6A1 0.6 0.4 0.8 0.6

(5FeIVO)(2P•þa1u)
6A2 0.2 0.3 0.2 0.3

(2FeVO)(1P) 2E 2.7 2.3 3.7 3.2

(4FeVO)(1P) 2B2 1.5 1.5 2.2 2.1

Table 4. Effect of the Polarizable Continuum (COSMO) on
the Relative Energetics in FeO(P)Cl (kcal/mol)

ε = 5.7 ε = 78

B3LYP BP86 B3LYP BP86

(3FeIVO)(2P•þa2u)
4A2 0 0 0 0

(3FeIVO)(2P•þa1u)
4A1 �1.7 �1.9 �2.2 �2.5

(5FeIVO)(2P•þa2u)
6A1 1.1 0.9 1.6 1.3

(5FeIVO)(2P•þa1u)
6A2 0.0 �0.4 0.1 �0.3

(2FeVO)(1P) 2E 5.7 5.6 7.9 7.9

(4FeVO)(1P) 2B2 4.4 3.4 6.2 4.9
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3.2. Cross-Checking theMethods for the SmallModel.The
studies on FeO(P)þ and FeO(P)Cl have clearly demonstrated
how much the calculated stabilities of various electromers are
sensitive to the choice of methodology. Looking for further
assessment of our computational methods, we focused on the
small model, FeO(L2)

þ (L = η2-N2C3H5
�). This model mimics

the basic electronic features of the heme complexes but is, on the
other hand, small enough to compare the results obtained from
DFT and RASPT2 calculations with the CCSD(T) method.
From an inspection of the various diagnostics of multireference
effects in the coupled cluster wave function (see section 2 and the
Supporting Information),31,32,75,76 we conclude that the small
model is still a well-behaving case for the CCSD(T) method.
Therefore—as we have also taken care regarding the use of large
enough basis sets—we believe that the CCSD(T) results given
below may be considered reliable reference data.
Before discussing the stabilities of various electromeric states

in the small model, let us first give an overview of the electronic
states considered in the present study. The electronic situation of
the small model is, obviously, slightly different from the heme
complexes, because of the smaller size of the π system of L2 as
well as the lower symmetry. As for possible (FeIVO)(L2

•þ) states,
only those corresponding to the radical in the highest occupied
b2 π orbital of the ligand (L2

•þb2) were calculated. Due to the
lower (C2v) symmetry, the FeVO doublet is no longer degen-
erate. Moreover, one of its components, 2B1, strongly mixes with
the (FeIVO)(L2

•þ) doublet configuration of the same symmetry,
thus producing a 2B1 electronic state of mixed (FeVþFeIV)
nature. In contrast, the other FeVO doublet state, 2B2, remains
predominantly iron(V)-oxo in character. The RASSCF calcula-
tions for the 4FeV state (here, 4A2) using the same active space as
for the other electronic states were not successful due to
unfavorable orbital rotations; for this reason, the result for this
state will not be reported below (anyway, we believe that the
results obtained for the other states already carry substantial
information). In sum, the following electronic states have been
studied for the small model:

ð3FeIVOÞð2L2• þ b2Þ f 4B1

ð5FeIVOÞð2L2• þ b2Þ f 6B2

ð3FeIVOÞð2L2• þ b2Þ þ ð2FeVOÞð1L2Þ f 2B1

ð2FeVOÞð1L2Þ f 2B2

Selected results obtained from theDFT, RASPT2, and CCSD-
(T) calculations are given in Table 5 (as for the heme complexes,
all energies are given with respect to the triradicaloid state, 4B1).
The table includes two sets of RASPT2(23in22) results (the
active space covering all π,π* orbitals of L2), obtained with two
different basis sets: basis set II (i.e., the one used for the heme
complexes in Tables 1 and 2) and the basis set Q/T (i.e., the one
used in the CCSD(T) calculations). We note that both sets of
RASPT2 energies agree very well. CCSD(T) relative energies are
given for the Q/T basis as well as extrapolated to an infinite basis
set on iron (¥/T). Also here, both sets of results are reasonably
similar, suggesting that they are already converged with respect to
the basis set.
Looking at Table 5, one should not forget that the bis-

(vinylogous amidine) ligand (L2
2�) is obviously different from

porphyrinate (P2�)—therefore, the stabilities of various electromeric

states are also clearly different from those of the heme complexes.
Nevertheless, the trends observed previously for the relative
energies remain virtually the same. For instance, the nonhybrid
functionals and RASPT2 predict the FeV (2B2) at much lower
relative energy than the hybrid functionals. The same is also
observed for the state of mixed FeV�FeIV character (2B1). The
difference in the relative energies of ∼10 kcal/mol between the
B3LYP and BP86 is almost quantitatively comparable to that
found previously for the heme models (cf. Tables 1 and 2).
Moreover, the spin promotion energy (6B2�4B1) is much higher
according to BP86 than according to B3LYP, B3LYP*, OLYP,
and RASPT2. This is, again, in nearly quantitative agreement
with the situation of the heme complexes. Thus, the overall
similarity of the small model to the heme complexes justifies our
choice of this system for testing various computational meth-
odologies. It also suggests that the electronic structure issues
discussed here and causing the discrepancies between different
functionals are quite general features of high-valent iron-oxo
complexes with πmacrocycles. They are, apparently, not limited
only to the special case of porphyrin.
When comparing the CCSD(T) and RASPT2 results, two

observations may be made. First, RASPT2 most likely under-
estimates the spin promotion energy (overstabilizes the high-
spin state) by some 4�6 kcal/mol, as was in fact expected (vide
supra). This bias of RASPT2 in favor of the high-spin state is
analogous to the one found previously in CASPT2 calculations of
similar dx2�y2 fσxy* spin-promotions in iron(II) complexes with
N4 and N2O2 ligands (e.g., heme, salen).72�74 (N.B., also there,
CCSD(T) calculations for small models were helpful to diagnose
this effect.) For the present case, the spin promotion energy
seems to be most correctly described by the B3LYP and OLYP
functionals. The second important observation is that RASPT2
and CCSD(T) closely agree on the relative stability of the FeV

and FeIV electromers. This is positive, providing extra credibility
to this aspect of the RASPT2 energetics for the heme complexes.
Thus, the CCSD(T) calculations for the small model indirectly
support the previous conclusion about the low-lying iron(V)-oxo
electromer in heme complexes.
3.3. Comparison with Experiment. As was already men-

tioned in the Introduction, the iron(IV)-oxo triradicaloid ground
state is experimentally confirmed for enzymatic Cpd I species
and their analogues, on the basis of a number of spectroscopic
studies (UV/vis, NMR, EPR, resonance Raman, M€ossbauer,
X-ray absorption).11�16,77�80 Recently, even the elusive Cpd I
of cytochrome P450 has been isolated in high yield and char-
acterized spectroscopically as an iron(IV)-oxo porphyrin radi-
cal species.16 In view of the experimental consensus about the

Table 5. Relative Energies (kcal/mol) for the Low-Lying
Electronic States of the Small Model, FeO(L2)

þ

RASPT2a CCSD(T)

B3LYP B3LYP* OLYP BP86 IIb Q/Tb Q/Tb ¥/Tb

(3FeIV)(2L2
•þ) 4B1 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0

(5FeIV)(2L2
•þ) 6B2 17.0 20.6 17.6 28.0 11.2 12.1 16.3 17.8

mixedc 2B1 1.5 �1.5 �8.6 �10.4�12.2�12.0 �8.9 �8.5

(2FeV)(1L2)
2B2 8.8 5.6 �0.5 �2.7 �1.7 �2.1 �4.2 �3.7

aRAS(23in22) with RAS2(8þSO). b See the Supporting Information
for a definition of the basis sets. cA mixture of doublet (3FeIV)(2L2

•þ)
and (2FeV)(1L2) configurations.
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iron(IV)-oxo porphyrin radical ground state for enzymatic Cpd I
species and their synthetic analogues, the present prediction of
low-lying iron(V)-oxo states from ab initio (RASPT2) calcula-
tions may be surprising and hard to believe. Even more, the
calculations suggest an iron(V)-oxo ground state for both
models, which seems to be contradicted by experimental results.
However, when comparing the present calculations with experi-
mental results, the following three factors should be taken into
consideration.
First, even though the present RASPT2 calculations should be

considered of high-quality—large basis sets and extensive active
spaces were used, and the results obtained for the small model
compare favorably to the CCSD(T) benchmark results—the
calculated relative energies could still be in error by several kcal/
mol. Uncertainties of such order may originate, for instance, from
an unavoidable compromise between the size of the global active
space and the size of the RAS2 subspace (for a discussion, see the
Computational Details) as well as from the intrinsic approxima-
tions of RASPT2 theory. Because the various electromeric states
are very close-lying, particularly for FeO(P)Cl, even a minor
error in the calculated relative energies may easily change the
character of the ground state to an iron(IV)-oxo porphyrin
radical.
Second, the models studied here are clearly oversimplified and

may not be directly comparable to experimentally investigated
systems, the enzymes in particular. Moreover, the synthetic iron
porphyrin complexes are based on porphyrin rings substituted at
meso positions and some of them also at pyrrole β positions. The
substituents, not included in the present models, may clearly
affect the relative energy of iron(IV)-oxo porphyrin radicals and
iron(V)-oxo states through their polar effect and/or by means of
ruffling or saddling distortions of the porphyrin ring. The present
choice of models was based on computational considerations,
i.e., their high symmetry and relative simplicity, which are
important factors in performing high-level ab initio calculations.
This, in turn, is motivated by the main focus of the present study,
which is benchmarking methods rather than making direct
predictions about the situation in enzymes or for particular
synthetic complexes.
Finally, the present calculations refer to isolated molecules

in vacuo, while all known experiments probe the situation in
solution or inside a protein pocket. On the basis of an implicit
solvent model (COSMO), it was found here that the polarizable
environment is an important factor favoring the iron(IV)-oxo
porphyrin radical cation with respect to the iron(V)-oxo states.
In fact, after considering the effect of a polar medium, the correct
iron(IV)-oxo porphyrin radical ground state for FeO(P)Cl is
recovered, in agreement with the experimental data for FeO-
(TMP)Cl (where TMP = tetramesitylporphyrin).12,79,80 We
further note that a qualitatively similar effect is known in P450
chemistry for iron species at one lower oxidation state (IV/III):
the radical intermediate in the C�H hyrodoxylation mechanism
has, in vacuo, a ground state with iron(IV) and a closed-shell
porphyrin, (P)FeIV(OH)/Alk• (Alk• = alkyl radical). In contrast,
the electromer with iron(III) and a porphyrin radical, (P•þ)FeIII-
(OH)/Alk•, becomes most stable in a protein environment.1

Interestingly, the RASPT2 calculations for FeO(P)þ point to
an iron(V)-oxo ground state also in a polarizable medium. Even
if, due to their limited precision (vide supra), these calculations
may fail to predict the correct ground state of FeO(P)þ, theory
seems to suggest that the “naked”, five-coordinate cationic species,
FeO(P)þ, has a stronger preference for the iron(V)-oxo state than

the six-coordinated complex, FeO(P)Cl. In this regard, one may
expect the actual coordination number of iron (five or six) to be
an important experimental factor. Unfortunately, in many of the
experimental studies dealing with complexes that are (formally)
described as FeO(TMP)þ,81�83 the actual ligation state of iron
was not determined.12 Since the chemical oxidants used to
prepare the samples as well as the counterions from the iron(III)
porphyrin substrates are potential axial ligands,12 it is not clear
whether the iron-oxo porphyrins probed in these experiments
were isolated five-coordinate cations (thus comparable to the
present five-coordinate model, FeO(P)þ) or six-coordinate
complexes (thus more comparable to the present six-coordinate
model, FeO(P)Cl). One should also notice that some five-
coordinated iron-oxo porphyrin species were produced in gas-
phase experiments, and their reactivity was characterized.84,85

Although these species were tentatively assigned as iron(IV)-oxo
porphyrin radical cations, their full spectroscopic characteriza-
tion has not been performed, thus not permitting one to fully
confirm this description.
The nature of the ground state has been quite firmly established

for various Cpd I systems and their analogues. However, the
character of the low-lying excited states and their potential role in
multistate reactivity is less certain. The present theoretical study,
likewise the previous one from the Jerusalem group,24 clearly
suggests that iron(IV)-oxo pentaradicaloid states and iron(V)-oxo
states may be lying only a few kcal/mol above the triradicaloid
ground state. Some recent experimental studies with the laser
flash photolysis (LFP) technique19 certainly go in this direction
(note, however, a recent criticism of the LFP experiments for
P450 and CPO enzymes88�90).
In particular, LFP experiments with metastable porphyrin-

iron(IV) diperchlorates showed very reactive transients with
oxo-transfer capabilities.20,21 Although the full spectroscopic
characterization (e.g., EPR, M€ossbauer) of these short-living
intermediates was not possible, they were tentatively identified
as iron(V)-oxo porphyrin species, on the basis of their unique
UV/vis spectrum and very high reactivity in oxo-transfer
reactions.21 Similar experimental data obtained from LFP experi-
ments on iron corroles were also interpreted in terms of iron
(V)-oxo corrole species.91 Newcomb et al. further argue that the
putative iron(V)-oxo electromer might be initially produced by
heterolytic cleavage of the FeO�ClO3 bond, with a kinetic
barrier preventing it from immediate conversion (by internal
electron transfer) to a more stable iron(IV)-oxo porphyrin
radical species.21,86 In this respect, they notice considerably high
barriers for the analogous electronic isomerization of metastable
FeIVO(P) to more stable FeIIIO(P•þ) species.92

According to the present theoretical study, the iron(V)-oxo
electromer is a good candidate for the low-lying excited form of
high valent iron-oxo porphyrins that might be observed in these
experiments. The alternative candidate suggested by theory is a
pentaradicaloid iron(IV)-oxo species. However, the UV/vis
spectra of the short-living intermediates lack similarity to known
spectra of porphyrin radical cations,21 thus precluding this
possibility and rather suggesting iron(V)-oxo character. The full
interpretation of the LFP experiments20,21,91 and determination
of a possible role for the putative iron(V)-oxo species in catalysis
would require more elaborate spectroscopic studies and further
theoretical calculations. Clearly, even if an excited iron(V)-oxo
electromer could be generated photochemically, this does not
automatically mean that this species should also be involved in
actual oxygenation pathways.93However, this intriguing proposition
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should not be excluded solely on the basis of the very high energy
found for the iron(V)-oxo species in previous B3LYP calcula-
tions.2,23 The present study clearly indicates that this particular
aspect of the energetics may not be well described by B3LYP and
that the iron(V)-oxo states are expected at energies less than 10
kcal/mol above the ground state, even in a polar medium.

4. CONCLUSIONS

Two heme complexes with an iron-oxo group, FeO(P)þ and
FeO(P)Cl (P = porphin), were studied in this work, employing a
number of DFT methods as well as second-order perturbation
theory based on either Complete Active Space (CASPT2) and
Restricted Active Space (RASPT2) wave functions. The aim was
to provide an accurate description of the energetics of various
electromeric states of the studied systems and to access the
accuracy of the computational methods. Further calibration of the
predicted energetics was carried out with respect to coupled cluster
CCSD(T) calculations for the smallmodel system, FeO(L2)

þ, con-
taining two amidine ligands (η2-N2C3H5

�) instead of porphyrin.
The most important and intriguing suggestion from the

present ab initio calculations undoubtedly concerns the presence
of a low-lying iron(V)-oxo electromer. An iron(V)-oxo ground
state is predicted by the present RASPT2 calculations for both
heme models in vacuo. This is not consistent with the experi-
mental observation of an iron(IV)-oxo porphyrin radical ground
state in Cpd I species and their synthetic analogues.11�15,77,78

However, it was found here that the presence of a polarizable
medium (a solvent or protein environment) stabilizes the states
with iron(IV)-oxo porphyrin radical character (by up to 8 kcal/
mol) with respect to the iron(V)-oxo states. Upon considering
this effect, the iron(IV)-oxo porphyrin radical electromer is
predicted for FeO(P)Cl in agreement with experimental data
of similar complexes,12,79,80 but the iron(V)-oxo electromer is
still low-lying and thermally accessible. A stronger preference for
the iron(V)-oxo structure is predicted for the five-coordinate
FeO(P)þ cation without a trans axial ligand. A comparison
between the RASPT2 and CCSD(T) results for the small model
indicates that both methods provide a consistent picture of the
relative energetics for iron(V)-oxo and iron(IV)-oxo electro-
mers. Therefore, no large, systematic errors are to be expected in
the RASPT2 energies for the heme complexes. However, un-
certainties of several kcal/mol are very difficult to avoid in
computational ab initio studies on such complicated systems.
Even such small errors in the calculated energies may easily
change the identity of the predicted ground state. A second
important conclusion is that the high-spin (pentaradicaloid)
form of the iron(IV)-oxo porphyrin radical electromer is also
low-lying, most probably about 10 kcal/mol or less above the
triradicaloid iron(IV)-oxo state. This conclusion is valid even
though we believe (on the basis of the comparison with the
coupled cluster calculations and on previous experience) that the
CASPT2 and RASPT2 calculations may somewhat overestimate
the stability of the high-spin state.

The role of the low-lying pentaradicaloid iron(IV)-oxo and the
putative iron(V)-oxo electromer for mechanisms of catalytic
reactions is currently under debate.2,21,24,88,93 Computational
studies have already shown that the pentaradicaloid states have a
lower barrier for H-abstraction than the triradicaloids.23,24,65 On
the basis of experimental suggestions,21 a similar enhanced
reactivity was intuitively proposed for the excited iron(V)-oxo
electromer, although such a proposal has so far not been

definitely confirmed or rejected. The true role of the excited
iron(V)-oxo electromers for catalytic properties of high-valent
iron-oxo porphyrins and corroles remains to be addressed by
further experimental and theoretical work. For further theoretical
studies with DFT, it might be important to remember the
dramatic difference between the hybrid and nonhybrid func-
tionals in regard to (a) the spin promotion energy on the iron
(i.e., difference in energy between tri- and pentaradicaloid iron-
(IV)-oxo states) and (b) the relative energy of the iron(V)-oxo vs
iron(IV)-oxo porphyrin radical states. While comparison with ab
initio calculations—in particular, with the CCSD(T) benchmark
results for the small model—essentially confirms the high
accuracy of hybrid functionals in predicting the spin promotion
energy, these functionals seem to be much less accurate in
describing the relative position of the iron(V)-oxo states. In fact,
for the presently studied systems, it was quite difficult to find a
single DFT method that describes both aspects of the energetics
reasonably well (assuming, of course, that the present ab initio
results are treated as a benchmark); among the functionals tested
here, only OLYP points to relative energetics in accord with the
ab initio picture.

We believe that the present study has also demonstrated some
advantages of RASPT2 over standard CASPT2 calculations. The
RASPT2 calculations performed in this study were based on a
fairly large active space including not only all important orbitals
on the FeO group but also a large number of porphyrinπ orbitals
and their correlating π* orbitals. This is in contrast to the
CASPT2 calculations where no more than just a few frontier
orbitals of the porphyrin may be included in the active space
(such like the Gouterman set of two π and two π* orbitals). It
turned out that the CASPT2 calculations cannot reliably repro-
duce (a) the splitting between a2u and a1u radicals on the
porphyrin or (b) the magnetic coupling in the triradicaloid
iron(IV)-oxo states. Both problems are readily solved in the
present RASPT2 calculations with the larger active space.
Furthermore, due to the better description of electron transfer
from the iron to the porphyrin fragment, the relative energy of
the iron(V)-oxo and iron(IV)-oxo ligand radical electromers is
expected to be improved in the RASPT2 calculations. The
RASPT2method thus appears to be a promising tool for studying
difficult cases with transition metals where very large active
spaces may be unavoidable.
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ABSTRACT:Many model chemistry schemes require a sequence of high level calculations, often at the coupled cluster (CC) level,
with increasingly larger basis sets. The CC equations are solved iteratively, and the rate of convergence strongly depends on the
quality of the initial guess. Here, we propose a strategy to define a better guess from a previous CC calculation with a different basis
set by employing the concept of corresponding orbitals.1,2 Only the part of the converged amplitudes from the previous calculation
that has a large correspondence to the space spanned by the new basis set is projected and used as a new starting point. The
computational time for the projection is negligible and significantly reduces the number of cycles necessary for convergence in
comparison to the standard guess based on the first order wave function. Numerical results are presented for ground and excited
state calculations with the CC singles and doubles (CCSD) and the equation of motion CCSD (EOM-CCSD) methods with the
restricted and unrestricted Hartree-Fock (HF) reference functions. However, this approach is more general and can be applied to
any truncation of the cluster expansion and reference function.

1. INTRODUCTION

Single reference coupled cluster (CC) methods currently
represent the most computationally balanced level of theory in
quantum chemistry to obtain accurate and consistent descrip-
tions of ground and excited state wave functions for small- and
medium-sized molecules.3 Various levels of truncation of the
wave operator can be defined and used, often depending on what
is computationally affordable for a particular system. Among
these, the most widely used approximation of the complete
excitation manifold includes single and double excitation opera-
tors (CCSD).4 Another factor that plays an important role in the
accuracy of the calculation is the finite one-electron expansion
basis set. Indeed, CCmethods show a significant sensitivity to the
quality of the basis set, and often large bases are necessary to
reach convergence in the description of properties.5 This is
particularly true for excited states where diffuse functions are
frequently unavoidable even for a qualitatively sound description
of electronic transitions. Also in this respect, performing produc-
tion calculations in a reasonable time poses a limit to the size of
the basis sets that can be effectively used.

In recent years, many efforts have been carried out to extend
the range of applications of CC theory to larger systems
and/or larger basis expansions.3 Examples of these include
introducing further approximations in the wave operator,6-8

combining various levels of theory in hybrid methods,9-11

considering explicit electron correlation to improve basis set
convergence,12-14 and defining protocols for thermochemistry
and basis set extrapolations.15-20 In most cases, CC equations
are solved iteratively, stopping when certain convergence criteria
are met. The rate of convergence is fundamentally influenced by
two factors: the quality of the initial guess and the extrapolation
technique used to define the amplitudes in the next iterative
cycle. The latter is normally dealt with using standard techniques

like the direct inversion of the iterative subspace (DIIS)21-23 or
the reduced linear equation (RLE)24,25 methods for ground state
calculations and extended Davidson algorithms for excited
states.26-28 In this article, we concentrate on the former issue,
i.e., how to define a better starting point for a CC calculation
assuming that a former calculation with another, usually smaller,
basis set has already been performed. Although we will focus the
discussion on ground state CCSD and equation of motionCCSD
(EOM-CCSD)29 for excited states with the canonical form of the
restricted and unrestricted Hartree-Fock (RHF/UHF) wave
functions as a reference, our approach is general and can be
applied to other truncated CC wave functions.

This approach is useful when multiple calculations with
various basis sets are required, such as basis set extrapolation
methods and model chemistry protocols.15-19 Another example
is excited state studies when exploratory calculations on many
states are performed with a smaller basis that can provide
semiquantitative results, and then the calculation for some
specific state is refined with a larger basis set. We provide
examples of these type of applications in this paper. Although
no example is reported here, the application of such methodol-
ogy to the Brueckner doubles (BD)30,31 variant of CCSD (or
to geometry optimizations) provides large savings in computa-
tional time as the orbitals are rotated at each macroiteration step. It
can even be used in the reverse order, i.e., passing from a larger to a
smaller basis, for instance, for investigating higher excited states
with a less demanding basis set after converging lower ones.

This paper is organized as follows: The theory is presented in
section 2, the results of the test calculations are reported in
section 3, and concluding remarks are discussed in section 4.
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2. THEORY

The usual guess used for ground state CCSD is to set to zero
the singles amplitudes, ti

a (when the canonical orbitals are used
and the Fock matrix is diagonal), and use the first order wave
function for the doubles amplitudes:

tijab
ð1Þ ¼ Æijjjabæ

Δab
ij

ð1Þ

where i, j and a, b represent occupied and virtual orbitals,
respectively, Æij||abæ are the antisymmetrized two-electron inte-
grals, and Δij

ab = fii þ fjj - faa - fbb is the combination of the
diagonal elements of the Fock matrix (orbital energies for
canonical orbitals). This is a sensible way to define the guess,
but it may require many cycles to reach convergence if the second
order energy from the perturbation theory expansion is not a
good approximation of the correlation energy. For the evaluation
of molecular properties, the calculation of the electronic density
is required. In the case of CC wave functions, another set of
amplitudes is necessary, called Λ- or Z-vector amplitudes,32,33 that
can use the converged t amplitudes as an initial guess. For EOM-
CCSD, two sets of amplitudes (for each excited state) are
necessary for the calculation of transition energies and properties
that correspond to the left and right eigenvectors of the EOM-
CCSDHamiltonian. It has been shown that the most efficient way
to compute them is to solve for the two sets separately.26-28 For the
solution of the first set, usually the right eigenvectors, the converged
configuration interaction singles (CIS) eigenvectors are used for
the guess. Since the CIS eigenvectors only include single excita-
tions, the double excitation component of the EOM-CCSD
eigenvectors are initialized to zero. When the right eigenvectors
are found, they are used as the guess for the left ones. Although the
CIS vectors are a sensible choice given that EOM-CCSD mainly
provides an accurate description of one-electron transitions where
the contribution of single excitations is predominant, the conver-
gence can be slow if double excitation contributions are significant.

We propose to project the converged amplitudes from a
previous calculation with a certain basis set onto the space
spanned by a new basis set and use the projected amplitudes as
a starting guess. This requires determining which part of the
space in the new basis expansion is spanned by the old basis.
This can be achieved using corresponding orbitals.1,2 In the
following, we assume real orbitals. We first define the overlap
matrices S between the occupiedmolecular orbitals (MOs) and S
between the virtual MOs in the two basis sets:

S~i j ¼ Æ~i jjæ ¼ ∑
~μ,ν

c~μ~i Æ~μjνæcνj

S~ab ¼ Æ~ajbæ ¼ ∑
~μ,ν

c~μ~aÆ~μjνæcνb ð2Þ

where the indexes with the symbol ∼ refer to the old basis set,
c represents the MO coefficients, and μ and ν are the atomic
orbitals (AOs). We assume the MOs to be orthonormalized
within each set. The matrices S and S are then decomposed using
the single value decomposition (SVD) technique:34

S ¼ UσV†

S ¼ UσV† ð3Þ

whereU and V† and U and V† are unitary transformations of the
old and new occupied and virtual MOs, and σ and σh are diagonal
matrices. This does not affect the wave function, as it is invariant

under unitary transformations of the occupied-occupied and
virtual-virtual blocks of MOs. The values of σ and σh are 0 e
σii,σhaa e 1 (the number of nonzero values is equal to the size of
the smaller of the MO sets). The transformations U, V†, U, and
V† can be interpreted as the rotations of the two basis sets into
two sets that most correspond to each other. If the values ofσ and
σh are organized in descending order, we can define the projection
matrices P and P and the extraction matrices E and E as

P~i j ¼ ∑
corr

k
U~
i kVjk

P~ab ¼ ∑
corr

c
U~acVbc

ð4Þ

Eij ¼ ∑
corr

k
VikVjk

Eab ¼ ∑
corr

c
VacVbc

ð5Þ

where the indexes k and c run over the corresponding orbitals with
σkk and σhcc g 0.9. The projection matrices are used to map the
amplitudes in the old basis set onto the new basis. The purpose of
the matrices E and E, when applied onto an orbital i or a, is to
extract the contribution of such an orbital to the selected
corresponding orbitals. Two sets of projection and extraction
matrices are defined separately for electrons with spin R and
spin β for an unrestricted reference function. The new guess
amplitudes can be calculated as

tai ¼ ∑
~i~a

P~aat
~a~
i
P~i i ð6Þ

tabij ¼ tabij
ð1Þ

- ∑
klcd

EcaEdbt
cd
kl
ð1Þ
EkiElj þ ∑

~i~j~a~b
P~aaP~bbt

~a~b~
i~j
P~i iP~jj ð7Þ

where tij
ab(1) is the first order wave function as in eq 1. When the

new guess for the amplitudes tij
ab in eq 7 is built, only the part of

the first order amplitudes in eq 1 that gives no contribution to the
corresponding orbitals in the old basis set is retained, by applying E
and E. The contraction in eq 7 scales as O(N5), where N is the
number of basis functions, since the indexes are contracted one at
a time. The same transformations in eqs 6 and 7 are employed for
the Z vector and the EOM-CCSD eigenvector amplitudes. We
used the expression in eq 1 to define the first order term for the
projected Z vector double amplitudes, whereas this is set to zero
for EOM-CCSD. This procedure has been implemented in the
Gaussian 09 suite of programs.35

3. RESULTS

All of the data in this section is reported as the ratio of the
number of iterative steps with the projected guess compared to
the calculations with the normal guess. The absolute number of
steps is reported in the Supporting Information. The extrapola-
tion technique used to solve the ground state t and Z vector
equations is the RLE scheme of Purvis and Bartlett,24 while an
extended Davidson algorithm is used for the EOM-CCSD
equations.27,28 The details of these algorithms are described in
the literature and need not be repeated here. The choice of these
algorithms is due to their efficiency for the solution of the CC
equations compared to other options, as demonstrated in refs 24,
25, 27, and 28.
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We start with two examples where this methodology is applied
in production-like calculations using compound energy models.
Section 3.1 reports the application of the W1U theory36 on the
phenyl and phenol radicals with and without the CC amplitude
projection. The projected guess is also tested in ground state
calculations in section 3.2. The test molecules include formalde-
hyde, butadiene, ethene, and acetone for the RHF reference
and the vinyl radical for the UHF reference. The geometries are
taken from ref 37 for the closed shell species and from ref 38
for the radical. The same systems and basis sets are used for
the excited states in section 3.3. We consider one and three
states per irrep (thus, a total of 4 and 12 states for formaldehyde,
butadiene, and acetone; 2 and 6 for the vinyl radical; and 8 and
24 for ethene). All of these molecules have been thoroughly
studied experimentally and theoretically.5,37-39 The values for
the transition energies and oscillator strengths for all of the basis
sets considered in this work can be found in the Supporting
Information.

The convergence criteria for ground and excited state calcula-
tions are based on changes in both energy and wave function
(the same criteria are used for all the basis sets). In particular, for
the W1U case, convergence is achieved for changes <10-7 au
in the energy and <10-5 in the wave function (t amplitudes).
For the other ground state cases, the thresholds are 10-8 au for
the energy and 10-6 for the wave function (t and Z amplitudes).
For the EOM-CCSD calculations, the thresholds are 10-7 au for
the excitation energy and 10-5 for the wave function (right and
left eigenvectors).

Various sequences of basis sets are examined where each
calculation uses the projected guess from the previous basis. This

sequences could be used, for instance, in basis set extrapolation
techniques. We do not consider all of the possible combinations
of basis sets as guesses for the others, as this would make the
interpretation of the results confusing. The goal for these tests is
to evaluate when a basis set may be a good starting point for
projecting the amplitudes onto a larger basis. Therefore, we also
include choices that may be not recommendable in production
calculations (i.e., basis sets without diffuse functions for excited
states). In these test cases, all the excited states are considered for
all the basis sets, although it is more likely that in production
calculations only a few states may be refined with a larger basis set
after some exploratory calculations with a smaller basis.
3.1. W1U Tests. W1U36 is the variation of the Weizmann-1

theory (W1)18,19 that uses the unrestricted CCSD(T)40 method
as the highest level of theory and is used to obtain highly
accurate thermochemical data for open shell systems (average
accuracy within 1 kcal/mol). The method consists of seven
subcalculations:
• Step 1: Geometry optimization at the B3LYP level with the
cc-pVTZþd basis set

• Step 2: Frequency at the B3LYP level with the cc-pVTZþd
basis set

• Step 3: Energy calculation at the CCSD(T) level with the
augh-cc-pVDZþ2df basis set

• Step 4: Energy calculation at the CCSD(T) level with the
augh-cc-pVTZþ2df basis set

• Step 5: Energy calculation at the CCSD level with the augh-
cc-pVQZþ2df basis set

Table 1. W1U Ratio of the Number of Cycles (For the Last
Four Steps) and of the Total CPU Time with the Projected
Amplitude Guess with Respect to the Standard Guess

C6H5
• C6H5O

•

step 4 0.68 0.70

step 5 0.63 0.65

step 6 0.63 0.78

step 7 0.68 0.67

total time 0.79 0.74

Table 2. Ground State, First Sequence of Basis Setsa

6-31þG*b 6-31þþG** aug-cc-pVDZ aug-cc-pVTZ aug-cc-pVQZ

t amplitudes

formaldehyde 0.87 0.80 0.87 0.80 0.73

ethene 0.85 0.85 0.85 0.85 0.77

butadiene 0.76 0.76 0.82 0.82

acetone 0.94 0.76 0.82 0.82

vinyl radical 0.84 0.78 0.89 0.75

Z vector

formaldehyde 1.08 0.85 0.92 0.92 0.85

ethene 0.85 0.92 0.85 0.85 0.71

butadiene 0.76 0.81 1.08 1.08

acetone 0.94 0.76 0.82 0.93

vinyl radical 1.07 1.00 0.94 0.82
aRatio of the number of cycles with the projected amplitude guess with respect to the standard guess. b Initial basis set: 6-31G*. Amplitudes are projected
from the previous basis in the sequence.

Table 3. Ground State, Second Sequence of Basis Setsa

t amplitudes Z vector

aug-cc-VDZb d-aug-cc-pVDZ aug-cc-VDZb d-aug-cc-pVDZ

formaldehyde 0.93 0.73 1.00 0.85

ethene 0.85 0.69 0.85 0.90

butadiene 0.76 0.50 1.00 0.77

acetone 0.88 0.71 0.88 0.75

vinyl radical 0.89 0.63 0.94 0.80
aRatio of the number of cycles with the projected amplitude guess with
respect to the standard guess. b Initial basis set: cc-pVDZ. Amplitudes are
projected from the previous basis in the sequence.
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• Step 6: Energy calculation at the CCSD(T) level with the
MTSmall basis set

• Step 7: Energy calculation at the CCSD(T) level with the
MTSmall basis set with correlation of the core electrons

followed by an energy extrapolation. MTSmall consists of a
completely decontracted cc-pVTZ basis set with two tight d
and one tight f function added. We tested two radicals, C6H5

•

and C6H5O
•, with and without the projection scheme presented

in section 2. The geometries and the energy information are
reported in the Supporting Information as well as the total
number of iterations for the CC subcalculations. The ratios for

the iterations for the steps 4-7 and for the total time are reported
in Table 1. The savings in total time is smaller than for the
iterative solution of the CCSD equations in the individual
steps. This is because the perturbative triples correction to the
CCSD energy in steps 4, 6, and 7 is not iterative, and therefore
it does not benefit from the improved guess. Nonetheless, the
savings in total CPU time is 20-25%, which is remarkable
considering the length of this type of calculation. Hence,
these test cases show a considerable reduction in the number
of iterations and in the total calculation time when the
projection scheme is used to define the guess for the next
subcalculation. In fact, for open shell species with large spin
contamination in the reference function, CCSD requires
many iterations to remove the contribution of the first spin
contaminant from the energy.41,42 Thus, starting with pro-
jected t amplitudes from another basis significantly reduces
the number of iterations.
3.2. Ground State. The results for the ground state calcula-

tions are reported in Tables 2-4. The general trends show a
significant reduction of the computational cost for the t ampli-
tudes, in the range of 10-30%, with peaks of 40-50% inTables 3
and 4. The savings is smaller for theZ vector, which indicates that
the converged t amplitudes are a good starting point. The results

Table 4. Ground State, Third Sequence of Basis Setsa

t amplitudes Z vector

aug-cc-VTZb d-aug-cc-pVTZ aug-cc-VTZb d-aug-cc-pVTZ

formaldehyde 0.87 0.67 0.92 0.71

ethene 0.85 0.69 0.85 0.82

vinyl radical 0.90 0.60 1.00 0.73
aRatio of the number of cycles with the projected amplitude guess with
respect to the standard guess. b Initial basis set: cc-pVTZ. Amplitudes are
projected from the previous basis in the sequence.

Table 5. Excited State, First Sequence of Basis Setsa

Right Eigenvector
6-31þG*b 6-31þþG** aug-cc-pVDZ aug-cc-pVTZ aug-cc-pVQZ

three states/irrep

formaldehyde 0.97 0.90 0.89 0.91 0.86

ethene 0.96 0.88 0.93 0.92 0.86

butadiene 1.00 0.86 0.87 0.87

acetone 1.01 0.91 0.86 0.85

vinyl radical 1.03 0.89 0.84 0.80

one state/irrep

formaldehyde 0.97 0.87 0.89 0.84 0.72

ethene 1.07 0.95 0.94 0.88 0.83

butadiene 1.12 0.89 0.87 0.81

acetone 1.00 0.93 0.88 0.76

vinyl radical 0.87 0.84 0.75 0.78

Left Eigenvector
6-31þG*b 6-31þþG** aug-cc-pVDZ aug-cc-pVTZ aug-cc-pVQZ

three states/irrep

formaldehyde 0.97 1.02 1.00 0.99 1.02

ethene 1.02 1.04 1.03 1.03 1.04

butadiene 0.99 1.05 1.01 1.09

acetone 1.02 1.02 1.05 1.06

vinyl radical 0.96 1.01 1.00 0.97

one state/irrep

formaldehyde 1.00 0.98 1.02 1.11 0.97

ethene 1.04 1.12 1.09 1.05 1.03

butadiene 0.97 1.05 1.06 0.95

acetone 0.93 1.03 1.11 1.05

vinyl radical 1.07 1.00 1.04 1.17
aRatio of the number of cycles with the projected amplitude guess with respect to the standard guess. b Initial basis set: 6-31G*. Amplitudes are projected
from the previous basis in the sequence.
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in all of the sequences also show that projecting the amplitudes
from a basis set without diffuse functions to one with diffuse
functions may not be very efficient. On the other hand, a
calculation with a basis set with “more” diffuse functions con-
siderably benefits from the projected guess compared to the
standard one.
3.3. Excited States. Excited state results are reported in

Tables 5-7. Good performance is obtained for the right
eigenvectors, although the savings is less than for the ground
state t amplitudes. The results are better when one state per irrep
is considered, while the savings is somewhat less when three
states per irrep are computed. This is not surprising, as higher
states are more diffuse, and increasing the basis set may lead to
larger changes in the wave function. More than for the ground
state, the presence of diffuse functions in the basis set used for the
projection is important for excited states. Indeed, the CIS
eigenvectors solved with the diffuse basis functions are a better
guess than projected EOM-CCSD amplitudes without diffuse
functions (6-31G* f 6-31þG*, cc-pVDZ f aug-cc-pVDZ, or
cc-pVTZ f aug-cc-pVTZ). When a basis is augmented with an
additional set of diffuse functions (aug-cc-pVDZ f d-aug-cc-
pVDZ or aug-cc-pVTZ f d-aug-cc-pVTZ), the projected guess
approach is better than the CIS guess.
For the left eigenvectors, using the converged right eigenvec-

tors (with the same basis set) as the guess is almost consistently
better than projecting the left eigenvectors from another basis
set, similar to what was found for the ground state Z vector.

4. CONCLUSIONS

In this paper, we present a projection technique to use
converged CC amplitudes as the initial guess for a new calcula-
tion with a different basis set. This technique is based on the
corresponding orbitals approach and can be used for ground and
excited state calculations. We test a variety of basis sets to define
the guess for the next (ground and excited state) calculation on a

series of small closed and open shell molecules. We also report
two examples of calculations with the W1U theory as represen-
tative of production level calculations.

The results in this work indicate that the projection strategy is
not generally useful to generate an initial guess from another basis
set when such result is not already available. In fact, the combined
CPU time of a calculation with a smaller basis set and that with a
larger basis with the projected guess is always larger than directly
performing the calculation with the standard guess. Nevertheless,
the projected guess is certainly useful when the calculation with a
smaller basis set is already available, which is the case with basis set
extrapolation techniques and model chemistry protocols such as
W1. In these cases, the projected guess reduces the number of
iterations for the solution of the CC equations by 25-30%without
adding any significant computational cost. This projection is also
very useful in geometry optimizations, especially when approaching
the local minimum. For excited states, this methodology is suitable
when the interest is in refining the calculation of a particular state by
increasing the basis set withmore diffuse functions (which are often
necessary for accurate results37).

For ground state calculations, the t amplitudes benefit from
the projected guess, and we find a reduction in the number of
cycles from 10% to 50%, while the Z amplitudes do not benefit as
much. For excited state calculations, the projected guess for the
right eigenvectors is considerably better to use than the CIS
eigenvectors when additional diffuse functions are included in
the basis set. In such a case, the number of iterations for the
solution of the EOM-CCSD equations is reduced by 10-20%.
On the other hand, for the left eigenvectors, the guess that uses
the converged right eigenvectors is very often a better choice than
projecting left eigenvectors from a smaller basis set.

We also point out that amplitudes computed from other
approximations can be projected as well, for example, projecting
CCD or CISD amplitudes as a guess for CCSD, and that looser
thresholds for the convergence of the calculation with a smaller
basis set can be set if the interest is only in creating the guess. This
strategy can even be used in the reverse order, i.e., projecting
from a larger to a smaller basis, for example, investigating higher
excited states with a less demanding basis set after converging
lower ones.

Table 6. Excited State, Second Sequence of Basis Setsa

Right Eigenvector

three states/irrep one state/irrep

aug-cc-VDZb d-aug-cc-pVDZ aug-cc-VDZb d-aug-cc-pVDZ

formaldehyde 1.03 0.90 0.94 0.85

ethene 0.99 0.93 1.07 0.96

butadiene 0.99 0.81 1.00 0.92

acetone 1.02 0.84 0.92 0.79

vinyl radical 1.02 0.79 0.94 0.67

Left Eigenvector

three states/irrep one state/irrep

aug-cc-VDZb d-aug-cc-pVDZ aug-cc-VDZb d-aug-cc-pVDZ

formaldehyde 0.99 0.93 1.00 0.93

ethene 1.01 0.94 1.05 0.99

butadiene 1.00 0.95 0.95 1.07

acetone 1.00 0.95 1.06 1.05

vinyl radical 0.97 1.07 1.04 0.86
aRatio of the number of cycles with the projected amplitude guess with
respect to the standard guess. b Initial basis set: cc-pVDZ. Amplitudes are
projected from the previous basis in the sequence.

Table 7. Excited State, Third Sequence of Basis Setsa

Right Eigenvector

three states/irrep one state/irrep

aug-cc-VTZb d-aug-cc-pVTZ aug-cc-VTZb d-aug-cc-pVTZ

formaldehyde 0.98 0.84 0.91 0.79

ethene 0.96 0.92 1.03 0.87

vinyl radical 1.01 0.80 0.91 0.58

Left Eigenvector

three states/irrep one state/irrep

aug-cc-VTZb d-aug-cc-pVTZ aug-cc-VTZb d-aug-cc-pVTZ

formaldehyde 0.99 0.93 1.02 0.99

ethene 0.99 0.95 0.98 0.98

vinyl radical 0.94 0.86 1.21 0.87
aRatio of the number of cycles with the projected amplitude guess with
respect to the standard guess. b Initial basis set: cc-pVTZ. Amplitudes are
projected from the previous basis in the sequence.
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ABSTRACT: Full configuration interaction calculations carried out in conjunction with careful optimization of basis sets and
judicious extrapolation schemes for 12 values of the confinement strengthω ranging from 0.1 to 1000.0 provide benchmark energies
for the 2P ground state and the 4P first excited state of the three-electron harmonium atom, allowing for numerical verification of the
recently obtained second-order energy coefficients and confirming the few available results of Monte Carlo studies. The final energy
values, obtained by correcting the extrapolated data for residual errors in the low-order energy coefficients, possess accuracy of ca. 20
μHartree for the doublet state and ca. 10 μHartree for the quartet one, making them suitable for calibration and testing of
approximate electron correlation methods of quantum chemistry. The energy limits for individual angular momenta ranging from 1
to 4 are also available, facilitating comparisons with results of calculations involving finite basis sets. An example of application
involving the BLYP and B3LYP functionals is provided.

1. INTRODUCTION

The two-electron harmonium atom, described by the
Hamiltonian:

Ĥ ¼ 1
2
∑
N

i¼ 1
ð-r̂2

i þω2r2i Þ þ ∑
N

i > j¼ 1

1
rij

ð1Þ

with N = 2,1-3 has been repeatedly employed in calibration and
benchmarking of approximate electronic structure methods of
quantum chemistry, including those based on the density func-
tional theory (DFT).4-12 However, although the availability of
exact wave functions and energies for certain values of the
confinement strength ω greatly facilitates accuracy assessments,
the trivial nature of electron correlation in the two-electron
species limits its usefulness in such test calculations. In contrast,
the three-electron harmonium atom is of potentially greater
interest as it allows for infinite tunability of the extent of the
correlations between electrons of both same and opposite spins
within a single electronic state.

Only very limited data have been accumulated on the three-
electron harmonium atom until now. Relatively low-level elec-
tronic structure calculations have been carried out, and their
results have been compared with the predictions of a pair model
valid at the limit ofωf013 that has also been investigated from
the asymptotic point of view.14 In addition, a study involving
the Hartree-Fock approximation has been published.15 Thus
far, the most accurate energies of several low-energy states of
the three-electron harmonium atom have been obtained with
Monte Carlo calculations for three values of ω, namely 1/100,
1/2, and 10.16

In a recent pilot study, the ground-state energies of the two-
electron harmonium atom have been computed with a few
μHartree accuracy for 20 values of ω ranging from 0.03 to
1000.17 The full configuration interaction (FCI) approach has
been used in conjunction with even-temperedGaussian basis sets

and judicious extrapolations to both the individual angular
momentum and the complete basis set (CBS) limits. As basis
sets with only few angular momenta are employed in actual calcu-
lations, the availability of both these limits is of crucial impor-
tance to testing of approximate approaches of the electronic
structure theory.

Encouraged by the performance of this computational scheme,
we have recently performed analogous benchmark calculations
for the two lowest-energy states of the three-electron harmonium
atom. Results of these calculations are presented in this paper.

2. DETAILS OF CALCULATIONS

The calculations described here have been carried out for the
2P and 4P lowest-energy states of the three-electron harmonium
atom that arise, respectively, from the sspz and spxpy configura-
tions of the weak-correlation limit. The FCI energies have been
computed for 12 values of ω, namely 0.1, 0.15, 0.2, 0.3, 0.4, 0.5,
1.0, 2.0, 5.0, 10.0, 100.0, and 1000.0, with a modified program of
Knowles and Handy.18 The respective one- and two-electron
integrals, generated with the Gaussian09 suite of programs,19

have involved uncontracted basis sets that, for each value of the
angular momentum between 0 and L (1 e L e 4), comprise
equal numbers N (4 e N e 8) of spherical Gaussian primi-
tives with exponents ζL,N

k (ω) even-tempered20 according to the
formula:

ζkL,NðωÞ ¼ ω

2
RL,NðωÞ½βL,NðωÞ�k-1, 1 e k e N

ð2Þ

While depending on N, the maximum angular momentum L
and the electronic state in question, the optimized parameters

Received: November 11, 2010
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RL,N(ω) and βL,N(ω) that minimize the FCI energies EL,N(ω)
have been kept equal for individual Gaussian primitives irrespec-
tive of their angular momenta. The quantities -ln[-Nω1/2

lnRL,N(ω)] and N ln βL,N(ω) have been found accurately
approximated by quadratic polynomials in ω-1/2, which aids in
the choice of the initial values for RL,N(ω) and βL,N(ω) and
speeds up the energy minimizations.

For 1e Le 3, the previously employed extrapolations to the
Nf¥ limits EL(ω), based upon fitting of the parameters of the
approximate equation:17

EL,NðωÞ ¼ ELðωÞ þ A1, LðωÞe-λ1, LðωÞN þ A2, LðωÞe-λ2, LðωÞN

ð3Þ
have been used. However, for L = 4, an alternative extrapolation
scheme:

E4ðωÞ ¼ E4, 5ðωÞ þ E4, 5ðωÞ- E4, 4ðωÞ
E3, 5ðωÞ- E3, 4ðωÞ ½E3ðωÞ- E3, 5ðωÞ�

ð4Þ
which does not require the values of E4,6(ω), E4,7(ω), and
E4,8(ω), has been found equally accurate. Consequently, it has
been adopted in the actual calculations, allowing for significant
reduction of computational effort. For 1 e L e 3, the extra-
polated energies are lower than their counterparts computed
with 8 primitives by at most 9.2 and 0.2 μHartree (for the 2P and
4P states, respectively). For L = 4, the extrapolation (4) results in
the lowerings of 111.0 and 5.1 μHartree with respect to the
E4,5(ω) energies.

The estimates EL(ω) (that comprise the energy contributions
of partial waves with angular momenta up to L) have been
extrapolated to the respective CBS limits E(ω) by fitting the
values of EL(ω) for L = 2, 3, and 4 to the expression:21-23

ELðωÞ ¼ EðωÞ þ BðωÞ
½Lþ CðωÞ�λ

ð5Þ

where the exponent λ depends on the state in question (λ = 3 for
2P and λ = 5 for 4P). Extrapolations based upon the values of
EL(ω) for L = 1, 2, and 3 have turned out to be of significantly
inferior accuracy and thus have not been used.

For each of the two states under study, the energies EL(ω)
computed for 12 values of ω have been fitted to the truncated
power series:

ELðωÞ ¼ ∑
6

k¼ 0
EðkÞL ωð2-kÞ=2 ð6Þ

pertinent to the large ω asymptotics24 with the energy coeffi-
cients EL

(0) and EL
(1) kept fixed at their exact L independent values

(see below). The same fitting has been carried out for the

estimated CBS limits E(ω), producing the coefficients E(k)

(2e ke 6). Inspection of the resulting values of E(2) has revealed
small but significant deviations from their recently available24 exact
counterparts. Consequently, the final energies E(ω) have been
recomputed from the series (6) with corrected coefficients E(k)

obtained as follows: For 0e ke 2, the exact values have been used,
whereas for 3e ke 6, the values extrapolated from the coefficients
EL
(k) (2 e L e 4) and E(k) have been employed, the pertinent

extrapolations assuming the deviations of the higher-order coeffi-
cients from their exact values being given by quadratic polynomials
of the respective deviations of the computed second-order coeffi-
cients. For the 2P state, this final correction lowers the energies by
as much as 66 μHartree (e.g., by 55 μHartree for ω = 10 and
22μHartree forω = 1/2). The corrections aremuch smaller for the
4P state, amounting to less than 5 μHartree (e.g., 3.3 μHartree for
ω = 10 and 4.6 μHartree for ω = 1/2).

3. RESULTS AND DISCUSSION

The 2P doublet ground state arises from the sspz configuration
that is dominant at the small-correlation (large ω) limit with
E(0) = 11/2, E(1) = (5/2)(2/π)1/2, and the exact second-order
energy coefficient that reads:24

Eð2Þ ¼ 49
9
þ 1
6π

½-88þ 2
ffiffiffi
3

p
- 173 ln 2þ 98 lnð1þ ffiffiffi

3
p Þ�

� - 0:176654 ð7Þ
The optimized basis-set parameters RL,N(ω) and βL,N(ω) [eq 2]
and the corresponding FCI energies EL,N(ω) computed for ω =
1/2 that are compiled in Table 1 exhibit smooth convergence to
the Nf¥ limits. Although this convergence is observed for all
the aforementioned values of the confinement strength, linear
dependencies among the basis functions limit the present
calculations to ω g 0.1 (compared with ω g 0.03 in the case
of the two-electron harmonium atom).17

The energy limits EL(ω) for individual angular momenta are
listed in Table 2 together with the extrapolated and corrected
CBS limits E(ω). For the two values ofω, namely 10 and 1/2, for
which the results of Monte Carlo calculations are available,16 the
corrected energies are found to be in excellent agreement with
the previously published data. The computed energy coefficients
(Table 3) are of potential use as benchmarks in checking and
debugging of future analytical work. The differences between the
extrapolated and the corrected values of these coefficients are
quite significant, amounting to 68 μHartree for E(2) and 43
μHartree for E(3).

The interpolation of E(ω) between the large ω limit (eq 6)
and the small ω limit of

EðωÞ ¼ ~E
ð0Þ
ω2=3 þ ~E

ð1Þ
ω ð8Þ

Table 1. Optimized Basis Set Parameters rL,N(ω) and βL,N(ω) [eq 2] and Corresponding FCI energies EL,N(ω) of the
2P State of

the Three-Electron Harmonium Atom with ω = 1/2

N R1,N (1/2) β1,N (1/2) E1,N (1/2) R2,N (1/2) β2,N (1/2) E2,N (1/2) R3,N (1/2) β3,N (1/2) E3,N (1/2)

4 0.916687 1.546208 4.0436825 0.918520 1.559219 4.0169503 0.916222 1.588256 4.0143476

5 0.923655 1.502709 4.0436488 0.925382 1.512923 4.0169019 0.923432 1.536571 4.0142866

6 0.929189 1.466172 4.0436378 0.930788 1.475097 4.0168859 0.929089 1.494644 4.0142661

7 0.933634 1.435840 4.0436336 0.935130 1.443885 4.0168797 0.933653 1.460256 4.0142580

8 0.937386 1.410345 4.0436318 0.938764 1.417514 4.0168770 0.937502 1.431465 4.0142544

¥ 4.0436301 4.0168744 4.0142510
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where ~E~(0) = (1/2) 35/3 and ~E~(1) = (1/2)(3þ 31/2þ 61/2)14 can
be readily accomplished with the help of the Pad�e approximants
using ω1/6 as their arguments.24 In particular, requesting the
expression in which ω2/3 multiplies the [14/12] approximant to
conform to both the limits (6) and (8) (and noting that the
coefficients thatmultiply theω-13/6 andω-7/3 terms in the large
ω power series vanish together with the smallω ones multiplying
the ω7/6 and ω3/2 terms) uniquely determines all but one of the
pertinent 27 coefficients. In turn, minimization of the maximum
error with respect to the remaining coefficient yields the approx-
imate expression:

EðωÞ ¼ Eð0Þωþ Eð1Þω1=2 þ Eð2Þ þ ∑
6

k¼ 1

ak ω1=6 þ bk
ω1=3 þ ck ω1=6 þ dk

ð9Þ

(see Table 4 for the values of ak, bk, ck, and dk) that reproduces the
corrected energies E(ω) within 5.6 μHartree. Interestingly, eq 9

affords the estimate E(1/100) = 0.181677 that compares quite
well with the Monte Carlo result of E(1/100) = 0.181936.16 In
contrast, the power series (6) produces the poor estimate of
E(1/100) = 0.225517.

The data computed for the 4P quartet lowest-energy excited
state that arises from the spxpy configuration are presented in
Tables 5-8. In this case, E(0) = 13/2, E(1) = 2(2/π)1/2, and

Eð2Þ ¼ 23
9
þ 8
3π

½-4þ ffiffiffi
3

p
- 7 ln 2þ 4 lnð1þ ffiffiffi

3
p Þ�

� - 0:0756103 ð10Þ

whereas the coefficients E~(0) and E~(1) are the same as those
pertaining to the 2P state.14,24 The reduced electron-electron
repulsion, reflected in the smaller absolute values of E(1) and E(2),
results in higher convergence rates of the FCI energies. This
enhanced convergence is apparent in both the dependences of

Table 3. Partial Wave and CBS Limits of the Energy Coefficients E(k) [eq 6] for the 2P State of the Three-Electron Harmonium
Atom

L = 1a L = 2a L = 3a L = 4a extrapolatedb correctedc

E(2) -1.33904 � 10-1 -1.68007 � 10-1 -1.73460 � 10-1 -1.75115 � 10-1 -1.76586 � 10-1 -1.76654 � 10-1

E(3) 1.29505 � 10-2 1.86390 � 10-2 2.15854 � 10-2 2.27364 � 10-2 2.39767 � 10-2 2.40199 � 10-2

E(4) -5.79129 � 10-4 -8.26331 � 10-4 -1.62200 � 10-3 -1.96851 � 10-3 -2.40436 � 10-3 -2.41347 � 10-3

E(5) -4.11410 � 10-5 -1.32704 � 10-4 -3.75221 � 10-5 1.69114 � 10-5 9.36887 � 10-5 9.49301 � 10-5

E(6) 4.95919 � 10-6 1.87513 � 10-5 1.49576 � 10-5 1.12262 � 10-5 5.48519 � 10-6 5.39176 � 10-6

aObtained by fitting of the extrapolated energies EL(ω) to eq 6.
bObtained by fitting of the extrapolated energies E(ω) to eq 6. cAfter the final correction

(see the text for explanation). For E(2), the exact value (eq 7) is listed.

Table 2. Partial Wave and CBS Limits of the 2P State Energies of the Three-Electron Harmonium Atom

ω E1(ω) E2(ω) E3(ω) E4(ω) E(ω)a E(ω)b

1000. 5562.944818 5562.910896 5562.905536 5562.903916 5562.902484 5562.902417

100. 569.814500 569.780963 569.775796 569.774252 569.772901 569.772838

10. 61.177964 61.145631 61.141032 61.139708 61.138588 c 61.138533d

5. 31.832079 31.800462 31.796175 31.794970 31.793973 31.793923

2. 13.695898 13.665666 13.661932 13.660935 13.660149 13.660107

1. 7.373142 7.344405 7.341195 7.340394 7.339798 7.339766

0.5 4.043630 4.016874 4.014251 4.013669 4.013274 c 4.013253d

0.4 3.346560 3.320557 3.318126 3.317615 3.317284 3.317266

0.3 2.630164 2.605217 2.603028 2.602608 2.602352 2.602340

0.2 1.883885 1.860586 1.858712 1.858413 1.858251 1.858246

0.15 1.492734 1.470709 1.469030 1.468807 1.468698 1.468699

0.1 1.081236 1.061133 1.059671 1.059538 1.059485 1.059493
a From eq 5 with λ = 3. bAfter the final correction (see the text for explanation). cCompare with the energies of 61.138525, 61.138549, and 61.139485
obtained from the Monte Carlo calculations. 16 dCompare with the energies of 4.013240, 4.013224, and 4.013511 obtained from the Monte Carlo
calculations. 16

Table 4. Coefficients of the Pad�e Approximant (eq 9) for the Energies of the 2P State of the Three-Electron Harmonium Atom

k ak bk ck dk

1 3.82211 � 10-4 2.66583 � 10-4 -1.03821 3.72579 � 10-1

2 -8.22620 � 10-3 1.17287 � 10-2 -6.62884 � 10-1 2.72429 � 10-1

3 -2.65714 � 10-2 1.90218 � 10-2 -3.31207 � 10-1 2.31675 � 10-1

4 7.26721 � 10-3 -7.89154 � 10-4 2.20583 � 10-1 1.44545 � 10-1

5 -1.05700 � 10-2 -3.50039 � 10-3 6.26591 � 10-1 1.62447 � 10-1

6 3.77181 � 10-2 1.82252 � 10-2 9.57521 � 10-1 2.34292 � 10-1
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EL,N(ω) on N (Table 5) and EL(ω) on L (Table 6). Conse-
quently, the agreement among the extrapolated and corrected
energies and those published previously16 is even closer than in
the case of the 2P state. The convergence of the energy
coefficients to their CBS limits is also noticeably faster, the
differences between the extrapolated and corrected values of

E(2) and E(3) amounting to 2.2 and 3.9 μHartree, respectively
(Table 7).

The quality of the Pad�e approximation for the energies of the
4P state is mixed. On one hand, the approximant with the
coefficients listed in Table 8 reproduces these energies within
0.7 μHartree and yields the estimate of E(1/100) = 0.182844 that

Table 5. Optimized Basis Set ParametersrL,N(ω) and βL,N(ω) [eq 2] and Corresponding FCI Energies EL,N(ω) of the
4P State of

the Three-Electron Harmonium Atom with ω = 1/2

N R1,N (1/2) β1,N(1/2) E1,N(1/2) R2,N(1/2) β2,N(1/2) E2,N(1/2) R3,N(1/2) β3,N(1/2) E3,N(1/2)

4 0.942768 1.434508 4.3259606 0.943263 1.442992 4.3125639 0.941614 1.465746 4.3109809

5 0.947999 1.399152 4.3259583 0.948426 1.404443 4.3125593 0.947005 1.423446 4.3109748

6 0.951595 1.373620 4.3259577 0.952196 1.376518 4.3125582 0.950936 1.392373 4.3109732

7 0.954431 1.353081 4.3259576 0.955084 1.354419 4.3125579 0.953982 1.367908 4.3109728

8 0.956760 1.335578 4.3259575 0.957437 1.336069 4.3125578 0.956436 1.348491 4.3109726

¥ 4.3259575 4.3125577 4.3109725

Table 6. Partial Wave and CBS Limits of the 4P State Energies of the Three-Electron Harmonium Atom

ω E1(ω) E2(ω) E3(ω) E4(ω) E(ω)a E(ω)b

1000. 6550.405429 6550.389639 6550.387757 6550.387399 6550.387238 6550.387236

100. 665.900725 665.885057 665.883202 665.882854 665.882700 665.882697

10. 69.990094 69.974811 69.973031 69.972712 69.972576 c 69.972573 c

5. 36.012550 35.997498 35.995757 35.995455 35.995329 35.995325

2. 15.201977 15.187380 15.185701 15.185429 15.185322 15.185318

1. 8.041988 8.027896 8.026268 8.026027 8.025938 8.025933

0.5 4.325958 4.312558 4.310973 4.310770 4.310703 d 4.310698 d

0.4 3.557361 3.544232 3.542657 3.542469 3.542409 3.542404

0.3 2.772905 2.760165 2.758597 2.758428 2.758378 2.758374

0.2 1.963740 1.951627 1.950059 1.949919 1.949882 1.949879

0.15 1.544118 1.532508 1.530930 1.530812 1.530784 1.530782

0.1 1.107280 1.096459 1.094854 1.094768 1.094750 1.094751
a From eq 5 with λ = 5. bAfter the final correction (see the text for explanation). cCompare with the energies of 69.972571, 69.972571, and 69.972624
obtained from the Monte Carlo calculations. 16 dCompare with the energies of 4.310690, 4.310690, and 4.310712 obtained from the Monte Carlo
calculations. 16

Table 7. Partial Wave and CBS Limits of the Energy Coefficients E(k) [eq 6] for the 4P State Energies of the Three-Electron
Harmonium Atom

L = 1a L = 2a L = 3a L = 4a extrapolatedb correctedc

E(2) -5.73403 � 10-2 -7.31870 � 10-2 -7.50824 � 10-2 -7.54447 � 10-2 -7.56081 � 10-2 -7.56103 � 10-2

E(3) 3.76541 � 10-3 5.55339 � 10-3 5.97127 � 10-3 6.11889 � 10-3 6.21146 � 10-3 6.20753 � 10-3

E(4) -2.12366 � 10-4 -2.25364 � 10-4 -4.04234 � 10-4 -4.35596 � 10-4 -4.55307 � 10-4 -4.53956 � 10-4

E(5) 6.32038 � 10-6 -1.66290 � 10-5 1.32753 � 10-5 1.89166 � 10-5 2.05880 � 10-5 2.08485 � 10-5

E(6) 1.02964 � 10-7 2.37962 � 10-6 4.94165 � 10-7 -6.06493 � 10-8 -8.38971 � 10-8 -1.52385 � 10-7

aObtained by fitting of the extrapolated energies EL(ω) to eq 6.
bObtained by fitting of the extrapolated energies E(ω) to eq 6. cAfter the final correction

(see the text for explanation). For E(2), the exact value (eq 10) is used.

Table 8. Coefficients of the Pad�e Approximant (eq 9) for the Energies of the 4P State of the Three-Electron Harmonium Atom

k ak bk ck dk

1 1.43587 � 10-2 -1.61112 � 10-3 2.56382 � 10-1 -4.13474 � 10-2

2 -5.96215 � 10-5 8.18610 � 10-4 -7.25430 � 10-1 2.42079 � 10-1

3 -1.17585 � 10-2 8.50060 � 10-3 -3.78158 � 10-1 1.77911 � 10-1

4 -8.28147 � 10-6 2.65891 � 10-5 -2.32442 � 10-1 4.67866 � 10-1

5 1.25587 � 10-3 -1.05411 � 10-4 1.41377 � 10-1 5.89617 � 10-2

6 -3.78817 � 10-3 -2.04825 � 10-3 7.31118 � 10-1 1.60196 � 10-1
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compares well with the Monte Carlo result of E(1/100) =
0.182973 [although the improvement over the power-series
result of E(1/100) = 0.184971 is not as dramatic as for the
analogous 2P energy]. On the other hand, the approximant
possesses a pole at ω ≈ 2 � 10-6 that precludes smooth
interpolation between the small- and large-correlation limits.

4. EXAMPLE OF APPLICATION

When employed in conjunction with the Kohn-Sham form-
alism, the BLYP25,26 and B3LYP27 functionals allow for inclusion
of electron correlation effects within the framework of one-
electron theory, yielding reasonably accurate energies at rela-
tively low computational cost. For this reason, these functionals
remain one of the most popular choices among quantum
chemists carrying out calculations on medium- and large-size
systems.28

It is instructive to compare the performance of the BLYP and
B3LYP functionals for the two lowest-energy electronic states
of the three-electron harmonium atom. The accuracy of the
approximate DFT energies is readily assessed by plottingΔE(ω) =
E(ω) - E(0) ω - E(1) ω1/2 (the energy contributions beyond
the first order) vs ω-1/2. Inspection of Figure 1, in which the
relevant HF energy contributions are also displayed, reveals
relatively minor variations of the exact and the HF values of
ΔE(ω) with ω, their difference (which amounts to the correla-
tion energy) depending weakly on ω. In contrast, the BLYP and
B3LYP functionals fail spectacularly at the weak-correlation limit,
the computed values of ΔE(ω) exhibiting divergencies as ω
tends to infinity. These divergencies are caused by the inaccurate
exchange components of the approximate total energies.

For the 2P doublet ground state of the three-electron harmo-
nium atom, the performance of the B3LYP functional becomes
quite satisfactory forωe 2 and does not worsen even atω = 0.1,
which corresponds to the weakest confinement for which the
present data are available. In contrast, the BLYP functional
accounts for only a fraction of the electron correlation energy
for smaller values ofωwhile sharing the largeω singular behavior
with its B3LYP counterpart. The B3LYP energies of the 4P quartet
state are not as accurate as those of the doublet state but still follow
the exact ones quite closely. Interestingly, the BLYP energies
appear to converge to their HF rather than exact counterparts as
ω decreases.

Overall, as expected, this test clearly favors the B3LYP functional
over its BLYP congener. It also uncovers the need for improvement
in the handling of the exchange part in these functionals.

It should be emphasized that the above picture of (dis)agree-
ments among approximate energies computed at different levels
of theory does not persist for smaller values ofω (and specially at
the ωf0 limit). Upon weakening of the confinement, localiza-
tion of electrons (analogous to the Wigner crystallization of the
homogeneous electron gas) occurs,4,29 bringing about break-
down of the predominantly single-determinantal nature of the
electronic wave function that manifests itself in the asymptotic
vanishing of all natural orbital occupancies.30

5. CONCLUSIONS

Full configuration interaction calculations carried out in
conjunction with careful optimization of basis sets and judicious
extrapolation schemes provide benchmark energies for the 2P
ground state and the 4P first excited state of the three-electron
harmonium atom, allowing for numerical verification of the

recently obtained second-order energy coefficients24 and con-
firming the few available results of Monte Carlo studies.16 The
final energy values, obtained by correcting the extrapolated data
for residual errors in the low-order energy coefficients, appear to
possess accuracy of ca. 20 μHartree for the doublet state and ca.
10 μHartree for the quartet one, making them suitable for
calibration and testing of approximate electron correlationmethods
of quantum chemistry. The energy limits for individual angular
momenta ranging from 1 to 4 are also available, facilitating
comparisons with results of calculations involving finite basis sets.

For confinement strengths other than those studied in this
paper, the energies can be readily computed with sufficient
accuracy from the respective Pad�e approximants. If needed, the
corresponding wave functions can also be obtained by following
the present computational procedure while taking advantage of
the aforedescribed dependence of the parameters RL,N(ω) and
βL,N(ω) onω that provides a prescription for rapid construction
of the optimal basis sets.

Extension of the present work to higher excited states of the
three-electron harmonium atoms and to species with four and
five electrons is conceptually straightforward and will be carried
out in the near future.

Figure 1. The energy contributions beyond the first order vsω-1/2 for:
(a) the 2P state and (b) the 4P state of the three-electron harmonium
atom (red: exact; black: HF; green: BLYP; and blue: B3LYP).
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ABSTRACT: In this work we show that energies and distributed multipoles, up to and including rank two, can be accurately
determined via a modified Shepard interpolation of ab initio data for small molecules. The molecules considered here are the amino
aldehydes, Gly and Ala, which may be typical smaller fragment molecules in certain molecular energy-based fragmentation schemes.
The method is general and should be suitable for applications also involving crystal structure prediction, modeling molecular
clusters, and Monte Carlo or molecular/reaction dynamics simulations. The configuration space covered by the interpolation
includes that sampled by the Gly and Ala peptides in protein crystal structures, i.e., 12 dimensions for Gly: 3 torsion angles (j,ψ,ω),
5 bond lengths, and 4 bond angles and 15 dimensions for Ala: 4 torsion angles, 6 bond lengths, and 5 bond angles. In this work we
also describe a newmethod of importance, sampling the relevant configuration spaces, and show that it is possible to interpolate “axis
free” multipoles.

1. INTRODUCTION

It is now well established that an inexpensive but accurate
approach to determine the electrostatic interaction energy
between molecules, or the electrostatic potential about them, is
by distributing multipoles at various sites within molecules.
Different methods to determine the multipoles are available
and include “distributed multipole analysis” (DMA),1,2 “atoms in
molecules” (AIM)3 and “transferable atom equivalent” (TAE),4

and “cumulative atomic multipole moments” (CAMM).5,6

All of these approaches utilize electronic structure calculations
to obtain the distributed multipoles. Necessarily a specific
molecular structure must be adopted. The molecular structure
is precisely defined in terms of the atomic configuration that can
be represented by an appropriate set of internal coordinates.
Thus for a specific electronic structure calculation the distributed
multipoles are only exact for the specific point in molecular
configuration space where the calculation was performed. This is
all that is required for applications involving rigid molecules.
However, for systems involving flexible molecules different parts
of configuration space are visited, so the distributed multipoles
that were determined at a single point in this space are no longer
exact. One possible option is to assume that the electron density
remains unchanged in different molecular conformations. Un-
fortunately such an assumption is not sufficient for applications
involving the modeling of molecular clusters7 or crystal structure
prediction.8 Aside from performing a new electronic structure
calculation at the new molecular configuration, which at the very
least is incredibly expensive or at worst impossible depending
upon the application, various attempts have been made at
predicting the distributed multipoles.

One such attempt includes substantially reducing the dimen-
sionality of configuration space to focus only upon a few degrees
of freedom, namely selected torsions, then to either parametri-
cally fit the multipoles to ad hoc functions in the reduced space7,9

or by interpolation using a grid of precomputed configurations in
this reduced space.10,11 Both of these types of approaches, while

very satisfactory for their desired application, are only practical
provided the dimensionality of the space remains small. For
substantially higher dimensionality neither of these approaches
can be adopted. Alternatively, the change in the distributed
multipoles with conformation has been dealt with using “intra-
molecular polarization”12,13 and then utilized in molecular
dynamics.14

Here we focus our attention on DMA and present a method
that enables accurate predictions of both distributed multipoles
and intramolecular electronic energies for generally flexible
molecules, i.e., molecules in any arbitrary configuration. Our
method utilizes the modified Shepard interpolation.15�18 It
should be noted that integral to this method is the importance
sampling of the relevant configuration space to the application of
interest, which results in a significant improvement in computa-
tional efficiency. Such a method can readily find application in
crystal structure prediction, modeling molecular clusters, and
Monte Carlo or molecular/reaction dynamics simulations or in
an ab initio molecular database.19 However, depending on the
specific application, the resulting sampled surfaces may not be
sufficiently accurate if they are directly transferred to a different
application. In the latter case the method can still be applied, but
the surface should be importance sampled again on the relevant
regions of configuration space. The application of most interest
to us here is molecular energy-based fragmentation. This parti-
cular application is an approximately linear scaling technique that
requires the energies, and other properties like the electrostatic
potential, of relatively small molecules in a range of configura-
tions. A number of groups have developed various molecular
energy-based fragmentation methods by fragmenting a larger
molecule, e.g., a protein, into many smaller complete molecules
then linearly combining their electronic energies to approximate
the total energy, or some other property, of the target molecule.
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922 dx.doi.org/10.1021/ct100683u |J. Chem. Theory Comput. 2011, 7, 921–930

Journal of Chemical Theory and Computation ARTICLE

The first type of molecular energy-based fragmentation was
attempted by Gadre’s group using their molecular tailoring
method.20�24 This method was originally suggested to calculate
one-electron properties, such as the electrostatic potential. More
recently Zhang and Zhang developed a quite different fragmen-
tation algorithm25 (molecular fractionation with conjugated
caps) and have applied (and extended) their approach success-
fully to several systems.26�39 This method was originally de-
signed to accurately compute interaction energies between two
molecular systems. Molecular total energies were first attempted
using molecular energy-based fragmentation by Li’s group40�46

(from which we have borrowed the termmolecular energy-based
fragmentation) and the Collins group47�50 and later by our-
selves.51�54 It should be noted here that other types of linear
scaling methods exist, e.g., the density matrix divide and conquer
approach of Yang and Lee55 or Kitaura’s fragment molecular
orbital approach (ref 56 and recently ref 57 and references
therein), which has been implemented in the GAMESS
package58 and Exner and Mezey’s field-adapted adjustable den-
sity matrix approach.59�63

Molecular energy-based fragmentation utilizing the methods
of Collins or of our group offers an intriguing possibility when
applied to molecules like proteins. Proteins, being composed of
around 20 amino acids, when fragmented into their constituent
molecules produces a finite number of possible fragment mol-
ecules. This particular flavor of fragmentation breaks large
molecules up based solely on the primary sequence. Thus if a
database of precomputed highly accurate ab initio potential
energy surfaces were available for these fragment molecules,
then the “bonded” energy of proteins could be determined at
comparatively negligible computational expense. The generation
of the required highly dimensional potential energy surfaces is
feasible because the fragment molecule sizes involved are rela-
tively small. Of course, nonbonded interactions play a crucial role
in such systems, but such interactions may be taken into account
via electrostatics (through the utilization of distributed multi-
poles), induction (through distributed or central polarizabilities),
and dispersion (through the real dynamic polarizabilities at
imaginary frequencies), if fragment molecules are separated far
enough from each other. All of these quantities can be deter-
mined from first principle calculations without the need of any
parametrization and are solely a property of the monomer
fragments.

Therefore apart from the electronic energy, distributed elec-
trostatic multipoles, polarizabilities, and the dynamic polarizabil-
ities at imaginary frequencies can also form part of the
precomputed database of fragment molecules. Close-contact
nonbonded interactions, most importantly H-bonds, could not
be dealt with in such a manner. However, for these types of
interactions, precomputed potential energy surfaces can also be
generated because there is a finite number of possible close-
contact interactions. Similarly, the solvent must be taken into
account in such systems, and this may be done either implicitly of
explicitly. For the latter, precomputed potential energy surfaces
for water�water and small water clusters as well as water�pro-
tein fragment molecules can be determined for the close-contact
interactions. Therefore, in principle at least, it may be possible to
produce highly accurate second generation modeling software
capable of dealing with protein�substrate interactions in the
presence of solvent from first principles, but utilizing the
fragmentation approximation, to replace the current empirical
force field orQM/MMmethods. Such a goal, if even possible, lies

far from the present, but a necessary step along the way is to show
that highly dimensional potential energy surfaces can be con-
structed for possible fragment molecules. Furthermore, it is also
necessary to show that distributed multipoles can be interpolated
well enough to predict accurate electrostatics within the relevant
configuration spaces of the fragments.

2. METHODOLOGY

2.1. Theory. 2.1.1. Distributed Multipoles. In this work we
utilized Stone’s distributed multipole analysis,1,2 which has been
well described elsewhere,2,64 so only a brief account will be
provided here. The electrostatic potential at some location r is
given by the well-known expression:

VðrÞ ¼ ∑
Nnuclei

k¼ 1

Zk

jr� rkj �
Z

Fðr0Þ
jr� r0j dr

0 ð1Þ

where F(r0) is the charge density which may incorporate the
effects of electron correlation. The charge density takes the
form

Fðr0Þ ¼ ∑
st
Pstχsðr0 � psÞχtðr0 � ptÞ ð2Þ

where Pst is an element of the density matrix, and χs(r0 � ps) is a
basis function centered at ps. The contribution made to the
charge density from a product of Gaussian basis functions can be
represented as a linear combination of multipoles, centered at p,
from rank zero to rank l þ l0, where l and l0 are the ranks of the
original basis functions (l = 0, s-function; l = 1, p-function, etc.).
The location of p lies on a line in between the centers s and t and
depends on the exponents of the basis functions. Thus the charge
density resulting from the overlap of, say, two s-functions can be
represented as a single monopole or the overlap of a d- and
p-function as a monopole, dipole, quadrupole, and octapole only.
However, the locations of each of these sets of multipoles will be
different for each pair of basis functions. Each set of multipoles
can have their origin shifted to one of the centers s or t or some
other convenient center. The price paid for shifting the origin is
the generation of an infinite number of multipoles at the new
origin. The convergence of this infinite series of multipoles at the
new center depends strongly on the distance shifted. How this
shift is affected is ad hoc, but the smaller the shift, the more rapid
the convergence of the multipole series. Thus there is a strong
argument to make this shift to the nearest possible center, which
may not be either site s or t.
In this way a set of multipoles can be generated at various

locations within the molecule. The total molecular dipole of
the molecule is exactly reproduced by the collection of distrib-
uted monopoles and dipoles � the molecular quadrupole by
the collection of distributed monopoles, dipoles, and quadru-
poles, etc. Furthermore the potential, electric field, electric
field gradient, etc. of the molecule is very accurately reproduced
at locations further away from the molecule than the van
der Waals surface using a sufficient number of centers and
multipoles.
The deficiencies in the above treatment lay in determining the

multipoles piecemeal from the individual products of basis
functions rather than from the molecular charge density in
physical space andwasmost pronounced when the basis included
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diffuse functions. The deficiency was not one of accuracy, but
rather the distributed multipoles could vary widely and unpre-
dictably by improving the basis set used to describe the molecule
even though the electrostatic potential may have changed little.2

This deficiency was alleviated in 2005 by modifying the dis-
tributed multipole analysis to allow for a numerical integration of
the charge density due to diffuse, or extended, basis functions
around atomic sites2 to determine their contribution to the
multipole moments at those sites.
2.1.2. Modified Shepard Interpolation. The modified Shepard

interpolation15�18 has been used to accurately represent ab initio
potential energy surfaces by the Collins group and others for
both classical and quantum reaction dynamics (e.g., refs 16 and
65�67). It has also been utilized in stationary state problems
(e.g., refs 68 and 69). In this work we employed the technique in
order to interpolate both the energy and the distributed multi-
poles. Note that the interpolated surface always passes exactly
through all data used in the interpolation.
The interpolation of some quantity, X(Z), which is a function

of the internal coordinates, Z, proceeds by first expanding X(Z)
as a Taylor series about some specific location Z0:

XðZÞ ¼ XZ0 þ
DX
DZ

�����
Z0

3 ðZ� Z0Þ þ 1
2
ðZ� Z0ÞT D2X

DZ2

�����
Z0

ðZ� Z0Þ þ ...

ð3Þ
The Taylor series is then truncated at some order, and in this

work it was truncated after the second order. Thus the estimate of
X is only expected to be accurate in the vicinity around Z0.
Indeed, for some applications, like the crystal structure predic-
tion of small molecules,70 a single Taylor series expansion has
been utilized, where X represents the electronic energy. How-
ever, the estimate of the quantity X can be improved through the
addition of further Taylor series expanded about different loca-
tions. If we include all of the Taylor series estimates of X at Z,
then we may write

χðZÞ ¼ ∑
N

i¼ 1
wiðZÞTiðZÞ ð4Þ

where Ti(Z) is a truncated Taylor series expanded about location
Zi, and wi(Z) is the normalized weight given to Taylor series i,
which depends upon the location Z. N is the total number of
Taylor series which constitute the interpolation data set. In our
work, the simple “one-part” weight function15 (see eq 6) was
used to add the first 40 data points for both Gly and Ala. After
that, the more flexible “two-part” weight function (see eq 7)
together with the confidence radius17 (see eq 8) were employed
to improve the accuracy of the data sets:

wiðZÞ ¼ viðZÞ

∑
N

j¼ 1
vjðZÞ

ð5Þ

where

viðZÞ ¼ jZ� Zij�2p ð6Þ
for the “one-part” weight function and

viðZÞ ¼ jZ� Zij
cradi

� �2q
þ jZ� Zij

cradi

� �2p( )�1

ð7Þ

for the “two-part” weight function. In this expression cradi is
given by

crad�6
i ¼ 1

Nneigh
∑
Nneigh

k¼ 1

½XðZkÞ � TðZkÞ�2
E2toljZk � Zj6 ð8Þ

Nneigh is the number of nearby configurations, 2p = 16 and q = 2
for Gly and Ala, and Etol was set to 0.2 m-Eh. Note that 2p must
be greater than the number of degrees of freedom in order for the
potential to converge using both one- and two-part weight
functions. The number of degrees of freedom of Gly and Ala
were 12 and 15, respectively (see the Fragment Structures
section for an explanation of these numbers). For convenience
and accuracy, q = 2 was taken.18 The confidence radius cradi
represents the distance away from Taylor series i in which the
average error increases to the value of the error tolerance; cradi is
discussed in ref 17.
2.1.3. Axis Systems and “Axis-Free” Multipoles. The Shepard

interpolation, as described above, is utilized to interpolate scalar
quantities. In this work we have directly applied it to the
interpolation of the total electronic energy and the distributed
monopoles. The individual components of the distributed di-
poles and quadrupoles might also be Shepard interpolated. That
is, treated as though they were scalar quantities, but as we shall
see later, imposing an axis system on the molecule and then
interpolating the individual components leads to difficulties that
can be avoided. It should be noted that multipoles are tensors,
and thus they transform according to the tensor transformation
law. This transformation affects the values of the components
and therefore the interpolation.
The orientation of a molecule with respect to some lab-based

Cartesian frame is defined in terms of the three Euler angles that
rotate the lab-based Cartesian frame into the molecule-based
Cartesian frame. For rigid molecules, i.e., those with no change in
internal coordinates, when the molecule rotates, i.e., changes its
orientation, the molecule-based Cartesian framework rotates
with it. However, if the molecule can distort via some change
in the internal coordinates, then the molecule-based Cartesian
framework will generally move both in origin and orientation
with respect to the lab-based framework. Thus, the three Euler
angles depend upon the internal coordinates. This phenomenon
is well-known in spectroscopy and is the origin of rovibrational
coupling. It is therefore best to refer all components of the
multipole moments to a molecule-based frame. The advantage of
referring multipole components to this frame is that these
components do not depend upon the Euler angles.
However, the disadvantage of referring the multipole compo-

nents to a molecule-based frame is that if a poor choice is made
for the frame, the components of the multipoles may vary
significantly at atomic sites located far from the place in the
molecule where a distortion has occurred. This variation in the
components would be solely due to the changing of the
molecule-based frame rather than any change in electron density
at the remote atomic sites. One way to significantly alleviate this
effect would be to define a local atomic Cartesian frame at each
atomic site, say by using the atoms adjacent to the site in
question. Such axis systems have been suggested and utilized
before.12

Alternatively the molecule-based Cartesian frame can be
disposed of entirely, and the distributed dipoles and quadrupoles
expressed in terms of the internal coordinates of the molecule. It
is this approach that we have adopted here. In order to achieve
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this transformation we envisaged an atomic dipole as a vector
which locates the position of a fictitious atom attached to the
atomic site where the dipole originated. As such, the magnitude
of the dipole represented a “bond length” to the fictitious atom.
The direction of the dipole was expressed as a bond angle and a
dihedral angle, which was made between the fictitious atom, the
atomic site, and one (for angle) or two (for dihedral angle)
nearby atoms. The Shepard interpolation then involved inter-
polating these three strictly scalar quantities in terms of the actual
internal coordinates of the real atoms in the molecule.
The distributed quadrupoles were treated similarly but in a

slightly more complicated manner. The quadrupole tensor and
atomic coordinates in the standard orientation defined in the
Gaussian software71 (utilized in this work) were first transformed
into another molecule fixed axis system defined using the three
atoms, N, CR, and C (see Figure 1). This was necessary due to
axis switching that arbitrarily occurred during numerical displa-
cements in internal coordinates while calculating the derivatives
and between different conformations.
The Cartesian quadrupole tensor in the new axis system was

then diagonalized to obtain the principle quadrupole axes. We
then considered each of the axes as a vector, and as such, the
treatment was similar to that of the dipoles. The first two
eigenvalues, with the last eigenvalue being equal to minus their
sum, were readily treated as scalar quantities and interpolated as
usual. The corresponding first two eigenvectors were described
by placing two fictitious atoms at the end points of these vectors
from the atomic site where the quadrupole originated. After
placing these two fictitious atoms, three independent internal
coordinates were defined to locate them: a single “bond angle”
and two “dihedral angles”. The bond angle was defined to be
between the first fictitious atoms, the atom to which it was
“bonded”, and some adjacent atom in the molecule. Since the
two eigenvectors are orthogonal it was unnecessary to define a
second “bond angle”. The two “dihedral angles” were made to
adjacent atoms within the molecule. These three coordinates
completely specified the directions of the principle quadrupole
axes. The Shepard interpolation then involved interpolating the
five quantities: two eigenvalues, a “bond angle”, and two “dihe-
dral angles”, in terms of the actual internal coordinates of the real
atoms in the molecule.
Nevertheless, it should be noted that the eigenvectors are

fundamentally bidirectional. As a consequence, there are two
possible positions for each of the fictitious atoms. Hence the axes
may arbitrarly switch between different conformations. For
similar geometries this is readily detected and rectified. Unfortu-
nately, for geometries located far from others in configuration

space this becomes problematic. A solution was found by
erecting a network of nearest neighbors between all conforma-
tions. If a complete weighted graph is associated with the
interpolation data set, a vertex being a conformation and the
weight of an edge being the Euclidean distance in internal
coordinates between them, then the desired network is a mini-
mum spanning tree. In our work, Prim’s algorithm72,73 was used
to determine one of the minimum spanning trees. The first vertex
was defined as an end point of the first edge added during the
construction of this tree. The orientation of the eigenvectors
chosen for this starting vertex was then used as a point of
reference to assign the orientation of the eigenvectors for
subsequent geometries. This pretreatment assures consistency
among the eigenvectors prior to interpolation, provided that the
data points are not sparsely distributed. Therefore, a sufficient
data density was necessary.
For both the dipole and quadrupole, interpolation of the

dihedral angles to the fictitious atoms requires an additional
comment. Because of the periodic nature of an angle, care must
be taken when two or more Taylor series estimated a dihedral to
be approximately( π. While the estimated angles may be nearly
the same, the numerical values from individual Taylor series may
have differed in sign so that application of eq 4 resulted in
substantially different interpolated values for the dihedral.
2.2. Approach. 2.2.1. Fragment Structures. The Research

Collaboratory for Structural Bioinformatics protein data bank74

was searched on October 12, 2009 for X-ray crystallographic
structures of proteins with a resolution in the range of 0�1.3 Å.
This resulted in a total of 1745 PDB files (listed in the Supporting
Information). All structures were then searched within each file
to obtain every occurrence of amino acid bracketed Gly and Ala.
Only complete structures were accepted, and if relevant, those
with an “alternative location indicator” of type “A”. Identical or
near identical structures were removed. Our definition of “near
identical’’ structures were those geometries Rj, where Rj is a
vector of interatomic distances between heavy atoms (see
Figure 1), which were closer than |Ri � Rj| < 10�2 Å. Further-
more, “unlikely” geometries were also removed. Here “unlikely’’
means those geometries so distorted that it would seem to us
unlikely that they would appear in any real protein. The criterion
used was energy based (at the HF/6-31G level) and were all
those structures higher in energy than 35 m-Eh for Gly and 44

Figure 1. Gly and Ala residues extracted from a pdb file. Also illustrated
are the adjacent carbon and nitrogen atoms (labeled CX andNX) and the
bonds to be cut and capped with hydrogen atoms.

Figure 2. A 2-dimensional projection (j andψ) of the 12-dimensional
data set extracted from the .pdb files for Gly. Red indicates high data
density, while blue is low data density.
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m-Eh for Ala above the lowest energy structure encountered in
the data set. These conditions excluded 37 and 18 geometries for
Gly and Ala, respectively. After the above preparation of the data
sets, the final number of geometries accepted for Gly and Ala
were 41 544 and 42 849, respectively, with standard deviations in
their energies of 3.42 and 3.53m-Eh, respectively. Figures 2 and 3
show the 2-dimensional projections (j andψ) of the 12- and 15-
dimensional data sets extracted for Gly and Ala, respectively. It is
gratifying to note that these figures bear a striking resemblance to
“textbook” Ramachandran plots for these residues.
Due to the nature of X-ray crystallography with its propensity

to place hydrogen atoms too close to heavy atoms, all H atoms
were removed from Gly and Ala residues on those few occasions
when they were available. Because the intention of these ex-
tracted geometries is to form part of a fragment database, the
carbon atom (CX) adjacent to the nitrogen (N) and the nitrogen
atom (NX) adjacent to the carbonyl carbon (C) were also
extracted because it is these two bonds (CX�N and NX�C)
that will be broken and “capped” with hydrogen atoms to form
the fragment residue (see Figure 1), an amino aldehyde.
Addition of H atoms to the heavy atoms was precisely and

uniquely determined from the coordinates of the heavy atoms.
Addition of H atoms to the Gly residue proceeded as follows. The
cappingH atom attached toN (see Figure 1) was located along the
N�CX bond at a distance of rNH

0 (rNCX/rNCX

0) from N, where
rNC

X

0 = 1.32 Å= rCN
X

0 and rNH
0 = 0.99 Å. Likewise for the capping

H attached to C, except rCH
0 = 1.07 Å was used. The remaining H

atom attached to N was placed along the negative of the average of
the unit vectors ê̂NCX

and ê̂̂NCR
with a bond length of rNH

0 . The two
H atoms attached to the CR were placed a distance rCH

0 along unit
vectors whose end points were equally distant from each other and
the end points of the unit vectors of ê̂CRN and ê̂CRC.
Addition of H atoms to the Ala residue differed fromGly at the

CR only. For Ala there is an additional C atom bonded to CR
namely Cβ. The single H atom attached to CR was located rCH

0 in
the negative direction of the average of the three unit vectors,
ê̂CRN, ê̂CRC, and ê̂CRCβ

. Having placed the HR atom, the three H
atoms of the Cβ can be uniquely located. The first H atom, Hβ1,
was placed anti to HR using the tetrahedral angle for —CRCβHβ1

and at a distance of rCH
0 from Cβ. The remaining two H atoms,

Hβ2 and Hβ3, were located such that the methyl group possessed
C3v symmetry with the C3 axis lying along Cβ�CR.

Note that the numbers of degrees of freedom available to Gly
and Ala were reduced because the positions of the H atoms were
entirely dependent on the heavy atom coordinates. Thus the
numbers of degrees of freedom for Gly and Ala were 12 and 15,
respectively. In generating the internal coordinates used in the
Taylor series expansion, bond lengths, angles, and dihedrals were
all referred to heavy atoms.
2.2.2. Fragment Energies, Distributed Multipoles, and Elec-

trostatic Potentials. To facilitate and assess our method for
interpolating energies and distributed multipoles, the energies
and multipoles of the entire Gly and Ala data sets were
determined at the HF/6-31G level using the Gaussian 03 suite
of programs.71 Note that Shepard interpolation is entirely
independent of level of theory, therefore it is only necessary
for us to investigate our approach at the above crude level of
theory in order to establish its validity and accuracy. Of course in
the generation of an actual working database a much higher level
of theory, including post-Hartree�Fock effects, would be
utilized.
While we may directly compare interpolated energies with the

ab initio energies to assess accuracy, comparing interpolated
multipoles to those derived directly from the ab initio calcula-
tions does not provide much insight into the actual error
generated, say, in the potential at meaningful locations in the
vicinity of the molecule. In order to assess the success of
interpolating the multipoles we have computed the electrostatic
potential at the solvent accessible surface using: (a) the inter-
polated multipoles and (b) those derived from a distributed
multipole analysis as well as (c) directly from the electronic wave
function. Comparison of (b) with (c) provides us with an
indication of the errors associated with using distributed multi-
poles for predicting the electrostatic potential. Comparison of
(a) with (b) provides us with an indication of the errors
associated with the interpolation.
For each configuration in the data set, points were placed on

the solvent accessible surface at a density of approximately 1
point/Å2. The solvent accessible surface was located using a
probe radius of 1.4 Å and the Bondi van der Waals radii of 1.20,
1.70, 1.55, and 1.52 Å for H, C, N, and O respectively.75 The
algorithm used to locate the solvent accessible surface was
essentially that found in Appendix II of ref 76 except applied to
the solvent accessible surface rather than the molecular surface.
The average surface areas of Gly and Ala were 210 and 236 Å2,
respectively.
A summary of the error in the computed potential at each point

on the solvent accessible surface can be expressed as an root mean
square (RMS) and an RRMS77 for an individual fragment or over
the entire data set. These quantities are defined below for the entire
data set. For an individual fragment, i, the sum over i is excluded.

VRMS ¼ 1
M ∑

Nfrag

i¼ 1
∑
Ni

j¼ 1
ðVi, j � vi, jÞ2

" #1=2

ð9Þ

VRRMS ¼
∑
Nfrag

i¼ 1
∑
Ni

j¼ 1
ðVi, j � vi, jÞ2

∑
Nfrag

i¼ 1
∑
Ni

j¼ 1
V 2
i, j

2
6664

3
7775
1=2

ð10Þ

Here Vi,j is the ab initio potential (or distributed multipoles
potential) at point j in fragment i, and vi,j is the computed potential

Figure 3. A 2-dimensional projection (j andψ) of the 15-dimensional
data set extracted from the .pdb files for Ala. Red indicates high data
density while blue is low data density.
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for the same fragment and point using distributed multipoles (or
interpolated distributed multipoles). M is the total number of
points in the double summation, i.e., M = ∑i = 1

Nfrag Ni, and Ni is the
number of points on the solvent accessible surface for fragment i.
2.2.3. Importance Sampling. Having selected the first geo-

metry about which to expand a Taylor series, addition of further
Taylor series proceeded as follows. The most efficient approach
would seem to be one which adds a Taylor series that maximally
reduces the interpolation errors. We define the energy interpola-
tion error as an RMS of the residuals associated with the energy.
Thus

ERMS ¼ 1
M ∑

M

i¼ 1
γ2i

" #1=2

ð11Þ

where γi = Ei � εi, and M is the number sampled points, which
for Gly is 41 544. Addition of a Taylor series at geometry Zi = Za

will at least eliminate all error associated with point i. If this
Taylor series is in the near vicinity of many other similar
geometries with significant error associated with them, then by
adding this Taylor series to the interpolation data set we can also
expect to reduce the interpolation error associate with the nearby
geometries as well. Thus our goal is to select a geometry, about
which we will expand a new Taylor series, that has significant
error associated with it as well as many other neighboring
geometries.
To proceed we note that the energy error in our truncated

second-order Taylor series expanded about point a is

EZ � TZaðZÞ ¼ O ðdZaðZÞ3Þ � f ðdZaðZÞ3Þ ð12Þ
where dZa

(Z) = |Z�Za| in the vicinity ofZa. We now imagine we
have added a new Taylor series to our interpolation data set at
configuration Z � Za and compute our new RMS energy error,
E0RMS which can readily be shown to be

M � E0RMS
2 ¼ ∑

M

i¼ 1

sðiÞ
sðiÞ þ vaðiÞγi þ waðiÞf ðdZaðZÞ3Þ

� �2

ð13Þ
where s(i) = ∑k = 1

N vk(i), and N is the cardinality of the
interpolation data set. If we imagine our new Taylor series to
be particularly accurate, then we can set f(dZa

(Z)3) ≈ 0, and we
arrive at the expression used to select a new geometry about
which we will expand a Taylor series:

ta ¼ ∑
M

i¼ 1

sðiÞ
sðiÞ þ vaðiÞ

� �2

γi
2 ð14Þ

Using the above expression we compute a ta for each value of i,
i.e., there will be a total ofM different values of ta. The best point
to choose to perform a new Taylor series expansion is about that
point corresponding to the smallest value of ta. Such a location
would be one where there is a large number of similar structures
each possessing a relatively large value of γi

2. In addition, once the
point is determined that leads to the smallest value of ta, the
geometry could be further refined by minimizing ta with respect
to Za. The geometry that minimized ta would be chosen as the
next point to add to the interpolation data set. By choosing such a
point to add to the interpolation data set, we expect the greatest
possible reduction in the RMS error.
Nevertheless, as the new Taylor series was assumed to be

accurate, the sampling can become relatively inefficient later on

in the growing process. This is because already sampled points
may lie in regions of high data density, but the sampled point has
nonzero error associated with it. In this case the smallest value of
ta is obtained by replacing the already sampled point with the
assumed zero error Taylor series. That is, the point selected to be
added to the interpolation data set already exists in the data set.
This problem was resolved by introducing an expression for
f(dZa

(Z)3) into the formula for ta once the cardinality of the
interpolation data set was large enough.

f ðdZaðZÞ3Þ � Etol
jZa � Zij
crada

� �3

ð15Þ

where crada is the confidence radius at geometry Za, which was
assumed to be equal to min{cradi}, where i runs over the
interpolation data set. The nonzero term f(dZa

(Z)3) offers a
means to incorporate into the ta formula an approximate level of
reliability of our existing Taylor series.

ta ¼ ∑
Nneigh

i¼ 1

sðiÞ
sðiÞ þ vaðiÞγi þ waðiÞEtol jZa � Zij

crada

� �3
" #2

ð16Þ

and Nneigh is the number of neighboring configurations, here set
to 1000. In our work, the first 80 data points for both Gly and Ala
were added using eq 14; the rest were added using eq 16.
The above-described “ta method” of selecting a data point to

add to the interpolation data set warrants further comment. It
would seem that such a method of importance sampling a
potential energy surface has little utility outside the present
application. This is because the above expression requires the
actual energy errors at all sampled geometries, while in general,
such information is not available. However, related information is
available in the form of an energy variance associated with each
sampled point and has been described elsewhere as the “RMS
method”. The expression that provides the variance in the
predicted energy at a given location is78

σ2
EðZÞ ¼ ∑

N

j¼ 1
wjðZÞ½εZ � TjðZÞ�2 ð17Þ

Thus locations where the energy is predicted to be very different
values by Taylor expansions possessing high weights are loca-
tions of high energy uncertainty. By substitution of eq 17 for γi

2 in
ta, we are able to importance sample in regions of configuration
space that contributes most to the uncertainty of the interpolated
potential energy surface. That is

τa ¼ ∑
M

i¼ 1

sðiÞ
sðiÞ þ vaðiÞ

� �2

∑
N

j¼ 1
wjðiÞ½εZ � TjðZÞ�2 ð18Þ

By selecting the point, i, that produces the smallest value of τa
then minimizing with respect to Za, we expect to obtain the best
reduction in overall uncertainty in the interpolated potential
energy surface.
It is of note that this approach may be superior to the previous

RMS method of importance sampling a potential energy surface
in reaction dynamics79 and stationary state calculations.68 This is
because it will select a configuration associated with significant
uncertainty in the interpolated surface at locations of high
configuration density encountered while sampling. As such the
above τa sampling method incorporates both the RMS- and h-
weight80 sampling methods within a single method and does not
require any constraints in the minimization carried out in ref 79,
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so this should improve the efficiency of sampling and thus reduce
computational expense. We are planning to further investiage
this method in a later publication.

3. RESULTS AND DISCUSSION

3.1. Interpolation Data Sets.The first point added to each of
the interpolation data sets was the lowest energy configuration
from the corresponding sample sets. The next 39 points were
added using the one-part weight function and the ta sampling
method on the electronic energies. Continuing with ta sampling
on the electronic energy, the next 40 points utilized the two-part

weight function. Following this, 30 points utilized ta sampling in
the electronic potential at the solvent accessible surface, then 20
points were added by sampling on the energy, and finally 20
further points were added by sampling on the potential. Addi-
tionally for Gly a further five points were sampled using the ta
method on the electronic energy. Thus the final cardinality of the
interpolation data sets was 150 for Ala and 155 for Gly. Figures 4
and 5 show the RMS error in the energy, ERMS, and themaximum
absolute error in the energy, |γE|max, respectively, as a function of
the cardinality of the interpolation data sets.
As expected, the ta method smoothly reduces the ERMS and

|γE|max. A peak was observed in both plots at 40 data points as a
result of switching from one- to two-part weight function. The
RMS error as well as the maximum absolute error in the energy
using our final interpolation data sets were evaluated to be
respectively 0.094 and 1.942 m-Eh for Gly and 0.094 and 1.654
m-Eh for Ala. Thus using less that 0.4% of the sample set, the
modified Shepard interpolation is capable of reproducing the vast
majority of electronic energies to better than 0.1 m-Eh with no
sampled configuration possesses an electronic energy error
greater than 2 m-Eh. This level of accuracy should be sufficient
for even the most demanding applications.
3.2. The Electrostatic Potential.The accuracy in reproducing

the ab initio electrostatic potential using the modified Shepard
interpolation depends upon several factors. First, since we are
utilizing distributed multipoles to compute the electrostatic
potential, we need to evaluate their accuracy at doing so for a
given multipole rank and site selection. Second, the errors
associated with interpolating the multipoles also impacts on
how well the ab initio potential can be reproduced. We require
that this second contribution to the errors in the potential at the
solvent accessible surface to be minimized or even negligible in
comparison to the errors associated with the first.
Previously we concluded from the results of several test

molecules that rank two multipoles were sufficient to obtain
errors less than or about equal to 1 m-Eh in the predicted
electrostatic potential around the solvent accessible surface.54

We wish to verify that this is the case for the two selected sample
sets here. As such, distributed multipoles up to rank five were
computed from the HF/6-31G wave function using the GDMA2
program2 for all geometries in each sample set. As described in
the Approach Section, the potential was computed at points on
the solvent accessible surface using a density of about 1/Å, and
the VRMS and VRRMS were evaluated. For Gly and Ala this
amounted to about 9 � 106 and 10 � 106 points, respectively.
A summary of the results is provided in Table 1.
Not surprisingly, Table 1 shows that the distributedmultipoles

are capable of producing near exact agreement with the potential

Figure 4. ERMS for Gly and Ala as a function of the number of data points.

Figure 5. |γE|max for Gly and Ala as a function of the number of data
points.

Table 1. VRMS and VRRMS Error at the Solvent Accessible Surface in the Electrostatic Potential between That Computed with
Distributed Multipoles to the Rank Indicated and the ab Initio Potential

Gly all atoms Gly heavy and cap hydrogens Ala all atoms Ala heavy and cap hydrogens

rank VRMS VRRMS (%) VRMS VRRMS (%) VRMS VRRMS (%) VRMS VRRMS (%)

0 4.12 27.45 21.88 145.49 4.11 29.86 22.29 162.13

1 3.91 26.02 4.41 29.39 3.61 26.26 3.98 28.95

2 0.64 4.27 0.89 5.94 0.64 4.64 0.85 6.21

3 0.09 0.59 0.23 1.51 0.11 0.77 0.27 1.94

4 0.04 0.28 0.11 0.74 0.05 0.34 0.15 1.06

5 0.02 0.11 0.05 0.34 0.02 0.16 0.08 0.58
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obtained from the electronic wave function at the solvent
accessible surface. VRMS errors as low as 20 μ-au can be obtained
with rank five multipoles located on all nuclei. It is noted that
only a small reduction in accuracy is obtained if multipoles are
centered on heavy and capping hydrogens, except in the case of
distributed charges. However, in a situation where a database is to
be used, say, to perform molecular dynamics or Monte Carlo
simulations, it would seem that reducing the rank of the multi-
poles and the number of sites, while still provide adequate
accuracy, would be best to select. It is evident from Table 1 that
rank two with multipole sites placed on heavies and capping
hydrogens represents a good trade-off, as the accuracy is still
better than 1 m-au.
Next we consider the contribution of the errors directly

associated with the modified Shepard interpolation. The poten-
tial on the solvent accessible surface was computed from the
interpolated multipoles and then compared to both the ab initio
potential and the potential computed from the exact multipoles
at the same rank. VRMS and VRRMS were evaluated. Indeed, it is
evident from Table 2 that the potential computed from the
interpolated multipoles agrees well with that using the exact
multipoles. Carefully comparing Tables 1 and 2 shows that our
interpolated potential leads to negligible additional error other
than that produced by using exact rank two multipoles placed on
heavy atoms and capping hydrogens.
Finally we examine how well the electrostatic potential can be

reproduced compared to Stone’s exact distributed multipoles in

regions associated with each atom on the solvent accessible
surface. The results are provided in Table 3. It is clear from this
table that there are no regions around either molecule that are
described particularly poorly with our method.
3.3. The Importance SamplingMethod.To verify that our ta

method is superior to the previous RMS method, ERMS and
|γE|max were computed for the first 40 data points of the Gly
potential energy surface using these twomethods. The results are

Table 2. VRMS and VRRMS Errors between the Electrostatic Potential at the Solvent Accessible Surface Computed with the
Interpolated Distributed Multipoles and That Computed by the Exact Distributed Multipoles as well as ab Initio Potential to the
Rank Indicated

compared to Stone’s exact DMs compared to ab initio potential

Gly Ala Gly Ala

rank VRMS VRRMS (%) VRMS VRRMS (%) VRMS VRRMS (%) VRMS VRRMS (%)

0 0.044 0.23 0.050 0.24 21.881 145.79 22.289 162.12

1 0.085 0.57 0.085 0.61 4.413 29.40 3.982 28.96

2 0.157 1.04 0.241 1.75 0.904 6.02 0.895 6.51

Table 3. VRMS Error at the Solvent Accessible Surface in the
Electrostatic Potential for Each Atom between That Com-
puted with Distributed Multipoles at Rank Two

Gly Ala

N 0.204 N 0.313

CR 0.223 CR 0.452

C 0.149 C 0.293

O 0.108 O 0.174

HCX 0.160 Cβ 0.225

HR2 0.163 HCX 0.223

HR3 0.155 HR 0.334

H 0.203 Hβ1 0.213

HNX 0.132 Hβ2 0.207

Hβ3 0.214

H 0.284

HNX 0.243

VRMS (m-au) 0.157 0.241

Figure 6. ERMS using ta and RMS methods as a function of the number
of data points.

Figure 7. |γE|max using ta- and RMS methods as a function of the
number of data points.
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illustrated in Figures 6 and 7. It is apparent that the ta method
achieves much lower ERMS and comparable |γE|max. Moreover,
the fluctuations appearing in both figures for the RMS method
are more frequent and pronounced, which implies more instabil-
ity in the early stages of “growing” the potential energy surface.
Worse is that for the same number of data points, beyond a very
small number, the ERMS using the RMSmethod is approximately
four times greater than that obtained using the ta method,
implying greater computational expense in generating the po-
tential energy surface.

4. CONCLUSION

We showed that for the 12- and 15-dimensional systems of the
amino aldehydes, Gly and Ala, that the RMS energy error in
electronic energies can be interpolated to better than 0.1 m-Eh
for more than 41 000 different configurations encountered in
protein X-ray structures. We also showed that distributed multi-
poles up to and including rank two can be interpolated very
accurately so that negligible additional error is introduced into
the calculation of electrostatic potential generated at the solvent
accessible surface by the exact distributed multipoles. Rank two
distributed multipoles lead to less that 1 m-au error in the
potential at the solvent accessible surface. Considerable improve-
ment in this accuracy was obtained by including rank three
multipoles. The modified Shepard interpolation used in deter-
mining the interpolated energies and distributed multipoles
required a small number of configurations selected using a newly
described efficient sampling method, the “tamethod”. This small
number of points was selected from a set of over 41 000 different
configurations encountered in protein X-ray data. Multipoles
were also interpolated in an “axis-free” manner, which alleviated
difficulties encountered in interpolating Cartesian components.
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ABSTRACT: The self-consistent-charge density-functional tight-binding method (SCC-DFTB) is an approximate quantum
chemical method derived from density functional theory (DFT) based on a second-order expansion of the DFT total energy around
a reference density. In the present study, we combine earlier extensions and improve them consistently with, first, an improved
Coulomb interaction between atomic partial charges and, second, the complete third-order expansion of the DFT total energy.
These modifications lead us to the next generation of the DFTB methodology called DFTB3, which substantially improves the
description of charged systems containing elements C, H, N, O, and P, especially regarding hydrogen binding energies and proton
affinities. As a result, DFTB3 is particularly applicable to biomolecular systems. Remaining challenges and possible solutions are also
briefly discussed.

1. INTRODUCTION

Recent years have shown that approximate quantum chem-
istry methods form an essential part in the repertoire of compu-
tational methods for an atomistic understanding of a broad range
of physical, chemical, and biological problems. Besides semiem-
pirical molecular orbital methods such as MNDO,1 AM1,2 PM33

and successive methods,4,5 PDDG/PM3,6 and OMx,7,8 the self-
consistent-charge density-functional tight-binding (SCC-
DFTB) method is an alternative approximate approach derived
from density functional theory (DFT) by neglect, approxima-
tion, and parametrization of interaction integrals.9 Although
approximate methods are less accurate than DFT and ab initio
methods on average, their main advantage is increased computa-
tional speed, which can be 2-3 orders of magnitude when
compared to DFT and Hartree-Fock using medium-sized basis
sets. This allows treating large molecules, a large number of
conformers, and/or sufficiently long sampling for QM or QM/
MM molecular dynamics simulations.10

The nonself-consistent version of DFTB11,12 and its basic
integral approximations were proposed in the 1980s,13,14 still
being the center around which all later extensions were devel-
oped. The DFTB energy, similar to other empirical tight-binding
models, can be understood as a stationary approximation to the
DFT functional15 in the spirit of the Harris functional
approach.16 The methodology basically allows one to treat
systems with small and large17 intramolecular charge transfer
but fails for molecular systems with intermediate charge transfer.
SCC-DFTB extends the DFTB method to charge self-consis-
tency and can be derived by a second order expansion of the DFT
total energy with respect to charge density fluctuations around a
given reference charge density, usually chosen as a superposition
of neutral atomic charge densities.9 The SCC-DFTB model now
allows also for the treatment of systems with intermediate charge

transfer within a molecule and therefore has been a major step
forward toward a generally applicable DFT-based semiempirical
methodology. Several reviews have appeared concerning the
basic formalism and selected applications;18-23 for a recent
overview, we would like to point the readers also to a special
issue of the Journal of Physical Chemistry A.24

In recent years, several benchmark studies of SCC-DFTB
appeared, showing the great success as well as the limitations of
this method. Geometries are usually reproduced excellently.9,25-27

Similarly, relative energies of peptide conformers28-30 are nicely
reproduced in comparison to higher level methods as well as
hydrogen bonding energies.26 While for reaction energies SCC-
DFTB performs well on average,9,31 heats of formation are over-
estimated.25,26 Vibrational frequencies are reasonable, but severe
failures have been noted for certain vibrational modes.26,31-35 A
drawback inherited from the derivation of DFT is the missing
dispersion interaction. An empirical correction has been suggested
and shown to be crucial for the description of nucleic acid base
stacking interactions36 and the relative stability of R and 310 helices
in proteins.37

The SCC-DFTB total energy consists of three terms:

ESCC-DFTB ¼ ∑
iab
∑
μ∈a
∑
ν∈b

nicμicνiH
0
μν þ

1
2
∑
ab
ΔqaΔqbγab

þ 1
2
∑
ab
V rep
ab ð1Þ

the first term containing the DFTB matrix elements and the third
one the DFTB repulsive potential. These two terms correspond to
the non-self-consistent DFTB method,11,12 while the second term
results from approximations of the second order term of the DFT
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Taylor series expansion. Several limitations of the current formal-
ism, which result from approximations inherent to those three
terms, have been discussed recently,22,38 and current efforts to
increase DFTB accuracy try to improve on these approximations.
Recently, we have shown that a more sophisticated scheme for
fitting the repulsive potential can also increase the overall accuracy
to some degree.27

In this work, we concentrate on extensions of the second order
SCC term, leaving the other contributions, i.e., the first and the
third terms, unchanged. As previous work has shown,22,38-40

extensions of the SCC contributions can improve the perfor-
mance of SCC-DFTB for hydrogen bonded complexes and
molecules with localized charges significantly, thereby improving
the transferability of DFTB. These activities concern basically
two recent developments, an improvement of the effective
electron repulsion term in the SCC formalism, the γ function,
and the extension to include third order terms.

The γ function describes the Coulomb interaction between
atomic partial charges Δqa. The functional form chosen for this
interaction presupposes an inverse relation of atomic size and
chemical hardness,9 which is true for elements within one row of
the periodic table22,38 but not for elements of different periods. A
particularly large deviation occurs for the hydrogen atom. A
newly introduced γh function corrects this incorrect assumption
using an extra term including one additional parameter and, as a
result, systematically improves hydrogen bonding interactions.39

The inclusion of approximate third order terms leads to a new
degree of self-consistency.22,38 In SCC-DFTB, the Coulomb repul-
sion resulting from the charge density fluctuations as described by
the second order SCC terms is computed in a monopole approx-
imation utilizing a newly introduced parameter, the Hubbard para-
meter (chemical hardness). This parameter is computed fromDFT
for neutral atoms and is a constant for all charge states of the atom.
While this approximation seems not to be problematic for many
covalently bound systems, it is insufficient for molecules that
contain large localized net charges. As has been shown, these
systems require additional flexibility in the model; i.e., the Hubbard
parameters have to become charge dependent, which is achieved by
including the approximated third order terms.22,38

The third order terms can be split up into two parts, a diagonal
and an off-diagonal one. The diagonal terms lead to a charge
dependent on-site self-interaction, the off-diagonal terms modify
the SCC Coulomb repulsion between sites. The diagonal con-
tributions significantly improve the proton affinities of CHNO-
containing molecules, since in these calculations strongly loca-
lized net charges occur.39 They also improve the proton affinities
of phosphorus-containing molecules.40 However, a reasonable
accuracy was only achieved by adding an empirical energy
contribution in a rather ad hoc fashion, which still did not lead
to an acceptable transferability; i.e., different parameter sets had
to be developed for different properties. Although these exten-
sions have been shown to be important for describing proton
affinities and hydrogen binding energies in various applica-
tions,23,41-47 further improvement is required to obtain a more
transferrable method for general applications.

In the present study, we implement and test the off-diagonal third
order contributions. In combination with the γh function and
diagonal third order terms, this establishes a third generation of
our DFTB methodology which will be called DFTB3. The off-
diagonal terms are shown to overall improve the DFTB perfor-
mance; most importantly, with this new formalism, a single set of
parameters is able to reproduce many properties of CHNO- and

phosphorus-containing complexes with good accuracy. [A challen-
ging problem still remains. The proton affinities for sp and sp
hybridized nitrogen species are computed reasonably well; however,
this is not the case for sp hybidized nitrogen systems, for which pro-
ton affinities are underestimated by about 10 kcal/mol. A pragmatic
solutionwas suggestedwhich introduced two nitrogen types, shifting
the original N-H repulsive energy by these 10 kcal/mol for the
second type.22,48 However, it remains unclear if this solution
addresses the origin of the problem correctly. Another idea which
we are currently exploring is to include d orbitals to nitrogen.]

In the next section, we give a short review of DFTB and SCC-
DFTB as far as needed to explain the DFTB3 methodology.
Next, computational details are discussed, including different
ways for calculating proton affinities within the DFTB models.
Finally, the performance of DFTB3 is evaluated for several test
sets using data collected earlier39,40 and compared to SCC-DFTB
and its previous γh and diagonal third order variants.

2. THEORETICAL APPROACH

The efficiency of DFTB is essentially linked to the use of a
reference density F0, which is calculated from a superposition of
neutral atomic densities Fa0. This allows one to compute Hamilton
matrix elements in an atomic orbital (AO) basis in advance; i.e., no
integral evaluation is necessary during the runtime of the calculation.
The remaining contributions to the total energy are then approxi-
mated such that no further computational cost arises beyond the
dominant step, which is the diagonalization of the precomputed
Hamilton matrix. Therefore, all required approximations in DFTB
are centered around the reference density F0 and its deviation
with respect to the DFT ground state density F, which is denoted
by ΔF. The approximations involved have been discussed in
detail in previous publications.22,38,49 Essentially, the exchange-
correlation energy contribution is expanded in a Taylor series
expansion as

Exc½F0 þΔF� ¼ Exc½F0� þ
Z

δExc½F�
δF

� �
F0
ΔF

þ 1
2

Z 0 Z
δ2Exc½F�
δF0

" #
F0, F00

ΔFΔF0

þ 1
6

Z 00Z 0 Z
δ3Exc½F�
δFδF0δF0 0

" #
F0, F0 0, F0 00

ΔFΔF0ΔF00 þ ::: ð2Þ

where the abbreviations
R
=
R
d3r,
R 0 = R d3r0, R 00 = R d3r, F= F(r),

F0 = F(r0), and F00 = F(r00) are used. The total energy can then be
written as

E½F0 þΔF� ¼ ∑
i
ni ψi

�����
*

-
r2

2
þ V ne þ

Z 0
F0

0

jr - r0j

þ V xc½F0�
�����ψî

+
-
1
2

Z 0 Z
F0F0

0

jr- r0j-
Z

V xc½F0�F0 þ Exc½F0�

þ Ennþ1
2

Z 0 Z
1

jr - r0j þ
δ2Exc½F�
δFδF0

�����
F0, F00

0
@

1
AΔFΔF0

þ1
6

Z 00Z 0 Z
δ3Exc½F�
δFδ0δ00

�����
F0, F00 , F000

ΔFΔF0ΔF00 þ ... ð3Þ
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Here, ni is the occupation number of the ith molecular orbital,V
ne is

the nucleus-electron potential, Vxc is the exchange-correlation
potential, and Enn is the nucleus-nucleus repulsion.

Approximations of different levels of sophistication can be intro-
duced by truncation of the Talyor series.38 Standard (nonself-
consistent) DFTB11,49 neglects second and higher order terms. This
leads to a non-self-consistent scheme; i.e., the generalized eigenvalue
problem has to be diagonalized only once. The SCC-DFTBmethod
approximates the second order terms in the density fluctuations,9

while DFTB3 also includes the third order terms in an approximate
way. In the following, a brief summaryof SCC-DFTBandderivations
of the third order terms as well as the γh function are given.
2.1. SCC-DFTB. The SCC-DFTB total energy is an approx-

imation to the first three lines of eq 3. In a simple form the energy
can be written as

ESCC - DFTB ¼ EH0 þ Eγ þ Erep ð4Þ
First, EH0 = ∑iab ∑μ∈a ∑ν∈b nicμicνiHμν

0 (see eq 1) is the energy
contribution from an atomic orbital Hamiltonian depending only
on the reference density. The determination of the atomic
reference densities Fa0 and the LCAO basis functions φμ needed
for the calculation of Hμν

0 are discussed elsewhere.11 The
Hamilton and overlap matrix elements Hμν

0 and Sμν are pre-
computed and tabulated; i.e., they do not have to be computed
during the runtime of the program. This and the use of a minimal
valence basis set leads to huge computational savings (2-3
orders of magnitude) compared to full DFT.
Second, the repulsive energy contribution Erep is an approx-

imation of the so-called DFT double-counting terms, the core
repulsion terms, and the exchange-correlation contributions of
the second line of eq 3. In TB theory, these terms are usually
approximated as a sum of one-center terms and short-ranged
two-center potentials Vab

rep:15

-
1
2

Z 0 Z
F0F00

jr - r0j þ Exc½F0�-
Z

V xc½F0�F0 þ Enn

� ∑
a
V rep
a ½F0a� þ

1
2
∑
ab
V rep
ab ½F0a , F0b , rab� ð5Þ

where rab is the distance between atoms a and b. The atomic
contributions are a constant energy shift which cancel when
considering energy differences. For DFTB, the atomic contribu-
tions are neglected, and a repulsive energy Erep is defined as

Erep ¼ 1
2
∑
ab
V rep
ab ½F0a , F0b , rab� ð6Þ

Third, the energy contribution Eγ is derived from the second
order term of eq 3

E2nd ¼ 1
2

Z 0 Z
1

jr - r0j þ
δ2Exc

δFδF0

�����
F0, F0 0

0
@

1
AΔFΔF0 � Eγ

¼ 1
2
∑
ab
ΔqaΔqbγab ð7Þ

where Δqa = qa - qa
0 is the net charge of atom a and γ is a

function taking account of the electron-electron interaction.
The γ function is given by the integral over a product of two
normalized Slater-type spherical charge densities. We want to
highlight two main properties of γabwhich are described in detail

in ref 9. For large distances rab, γab basically reduces to 1/rab; i.e.,
it describes a pure Coulomb interaction of the partial chargesΔqa
and Δqb. For a = b, γab describes the on-site self-repulsion:

γaa ¼ Ua ð8Þ

introducing theHubbard parameterUa (which is twice the chemical
hardness). On the other hand, γab imposes an inverse relationship
between the Hubbard parameter and the covalent radius by9

τa ¼ 16
5
Ua ð9Þ

where τa is the exponent of the normalized Slater-type spherical
charge density. Therefore, the Hubbard parameter affects two
physical properties, the electron-electron interaction within one
atom, i.e., the diagonal elements γaa, and the size of the atoms for
estimating the two-center terms γab. This estimated atomic size
determines the deviation of γab from 1/rab, as shown in Figure 1.
The Hubbard parameter Ua is the second derivative of the total
energy of a single atom with respect to the occupation number of
the highest occupied atomic orbital. In SCC-DFTB, it is estimated
using Janack’s theorem50 by numerically calculating the first
derivative of the energy of the highest occupied atomic orbital with
respect to its occupation number for a neutral atom.
2.2. Third Order Term. An obvious extension of SCC-DFTB is

to include also the third order term of the Taylor series expansion of
the exchange correlation energy (eq 3). In second order DFTB, the
chemical hardness of an atom (Ua) is constant irrespective of its
charge state. For example, it does not allow anions to have a
different chemical hardness value than the neutral atom or the
cation. This is a severe limitation, as discussed in detail pre-
viously.22,38 Furthermore, in second order SCC-DFTB, the atoms
are restricted to have a fixed shape as defined by the initial reference
density Fa0. In third order, these restrictions are removed, which
leads to a significant improvement for highly charged molecules.
The third order term as shown in eq 3 is given by

E3rd ¼ 1
6

Z 00Z 0 Z
δ3Exc½F�
δFδF0δF00

" #
F0, F0 0, F0 00

ΔFΔF0ΔF00

¼ 1
6

Z 00Z 0 Z
δ

δF00
δ2Exc½F�
δFδF0

" #
F0, F0 0, F0 00

ΔFΔF0ΔF00 ð10Þ

Figure 1. The γ function (solid line) plotted for the hydrogen-
hydrogen interaction deviates from 1/r (dashed line) at short distances
and yields the value of theHubbard parameterUH= 0.4195 au at r= 0 au.
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The same approximations as for the second order integrals can be
applied38,39 (i.e., the description of the charge density fluctuations in
terms of superposition of atomic contributions and the restriction of
the charge density fluctuations to amonopole term, details see ref 9):

E3rd � EΓ¼ 1
6
∑
abc

ΔqaΔqbΔqc
dγab
dqc

�����
q0c

ð11Þ

¼ 1
6
∑
a
Δq3a

Dγaa
Dqa

�����
q0a

þ 1
6
∑
a 6¼b

ΔqaΔqb Δqa
Dγab
Dqa

�����
q0a

þΔqb
Dγab
Dqb

�����
q0b

0
B@

1
CA ð12Þ

Therefore, in the third order DFTB formalism, the derivative of the
γ function with respect to charge introduces the desired chemical
behavior for charged systems. For the diagonal terms (first term in
eq 12), the derivative of γ implies via eq 8 a charge dependent
Hubbard parameter (chemical hardness); i.e., the chemical hard-
ness changes with charge state. SinceUa is also used to approximate
the atom size in the damped Coulomb repulsion term γ, a charge
dependent Ua will also make the atomic electron-electron repul-
sion charge dependent. For the off-diagonal terms (second term in
eq 12), this effect applies for the electron-electron repulsion
between two atoms. Note that γab is dependent on the atomic
charges only via the Hubbard parameters Ua and Ub. Introducing

Γab ¼ Dγab
Dqa

�����
q0a

¼ Dγab
DUa

DUa

Dqa

�����
q0a

with a 6¼ b

Γba ¼ Dγab
Dqb

�����
q0b

¼ Dγab
DUb

DUb

Dqb

�����
q0b

with a 6¼ b

Γaa ¼ Dγaa
Dqa

�����
q0a

¼ 1
2
Dγaa
DUa

DUa

Dqa

�����
q0a

ð13Þ

where the latter definition is made to ease the summation; the third
order energy contribution becomes

EΓ ¼ 1
6
∑
ab
ΔqaΔqbðΔqaΓab þΔqbΓbaÞ

¼ 1
3
∑
ab
Δq2aΔqbΓab ð14Þ

The derivative (∂γab)/(∂Ua) can be computed analytically; details are
given in the Supporting Information. The diagonal term (∂Ua)/
(∂qa)|qa0 can be computed as the third derivative of the total energy of
an atom with respect to charge. Practically, we compute the chemical
hardness values for atoms in different charge states (applying Janack’s
theorem) and use these values to estimate the third derivative.38

Thus, adding the approximated third-order contribution EΓ to
ESCC-DFTB (eq 1) yields the total energy of the third-order
formalism:

EDFTB3 ¼ EH0 þ Eγ þ EΓ þ Erep

¼ ∑
iab
∑
μ∈a
∑
ν∈b

nicμicνiH
0
μν þ

1
2
∑
ab
ΔqaΔqbγab

þ 1
3
∑
ab
Δq2aΔqbΓab þ Erep ð15Þ

A detailed derivation of the Kohn-Sham equations, the third
order Hamilton matrix elements

∑
b
∑
ν∈b

cνiðHμν - εiSμνÞ ¼ 0 "a, μ∈a, i ð16Þ

Hμν ¼ H0
μν þ Sμν∑

c
Δqc

1
2
ðγac þ γbcÞ þ

1
3
ðΔqaΓac þΔqbΓbcÞ

�

þΔqc
6
ðΓca þ ΓcbÞ

�
"a, b, μ∈a, ν∈b ð17Þ

and the force equations

Fkx ¼ - ∑
a 6¼k
∑
μ∈a
∑
ν∈k
∑
i
nicμicνi 2

DH0
μν

DRkx
- 2εi

DSμν
DRkx

 

þ DSμν
DRkx

∑
c
Δqc γac þ γkc þ

1
3
ð2ΔqaΓac þΔqcΓca

��

þ 2ΔqkΓkc þΔqcΓckÞ
��!

-Δqk ∑
a 6¼k

Δqa
Dγak
DRkx

-
1
3
Δqk ∑

a 6¼k
Δqa Δqa

DΓak

DRkx
þΔqk

DΓka

DRkx

� �
-
DErep

DRkx
"k, x ð18Þ

is provided in the Supporting Information.
2.3. Theγh Function.Theγ function represents the Coulomb

repulsion between the density fluctuations within the DFTB
approximation, i.e., for spherically constrained atomic densities.
In ref 9, an analytical function has been derived, which is

γab ¼ 1
rab

- Sðrab,Ua,UbÞ ð19Þ

where S is a short-range function responsible for the correct
convergence of γab at rab = 0. This function imposes a simple
rule, which implies that the chemical hardness of an atom is
inversely proportional to its size.9As has been pointed out

Figure 2. Calculated Hubbard parameters U versus covalent radii Rcov.
The covalent radii are taken from the literature.51 For C, H, N, O, and F,
values for Rcov are plotted that are estimated for bonds to second period
elements; for Si, P, S, and Cl, values for Rcov are plotted that are
estimated for bonds to third period elements. There is no overall inverse
proportional relation as assumed by SCC-DFTB but only for elements
within one period.
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earlier, traditional semiempirical methods like MNDO, AM1,
or PM3 use a similar approximation for the Coulomb
interaction.38 As discussed above, the Hubbard parameter
Ua has a dual role: for the SCC on-site contributions, Ua

models the effective Coulomb repulsion at site a, while for the
off-diagonal terms, the inverse of Ua models the covalent
radius of atom a; i.e., it determines the deviation of γab from 1/
rab. However, this inverse relation of chemical hardness and
atomic size is not strictly valid across the periodic table;38 it
basically only holds within one period of the system of
elements, as can be seen from Figure 2, which shows the

calculated Hubbard parameters for each element in depen-
dence of the covalent radii. Therefore, in principle, a different
γab should be applied for different rows of the periodic table.
Clearly, the deviation is the largest for hydrogen; therefore we
proposed to modify γab when hydrogen is involved and
introduced a γh function as38,39

γhab ¼ 1
rab

- Sðrab,Ua,UbÞ � hðrab,Ua,UbÞ ð20Þ

where

hðrab,Ua,UbÞ ¼
1 if neither atom a nor b is of type hydrogen

exp -
Ua þUb

2

� �ζ

r2ab

" #
if at least one of atoms a and b is of type hydrogen

8>><
>>: ð21Þ

In the following, we will refer to this function as the γh

function in contrast to the γ function, as was used in standard
SCC-DFTB (h = 1 for all cases). Note that, different than
mentioned in ref 39, the γh function is also used for the H-H
pair. The particular choice of h is to some degree arbitrary. On
the other hand, its functional form is quite well physically
motivated, correcting the shortcomings of the original function,
since the chemical hardness of hydrogen simply cannot be used
to represent the hydrogen covalent radius. We note that Clark
and co-workers described a similar problem and modification for
NDDO-based semiempirical methods.52

Up to now, the parameters introduced in the second and third
order extensions, in principle, can be calculated on the basis of
DFT. Unfortunately, the parameter ζ in eq 21 cannot be
computed from DFT but has to be fitted. However, as shown
before,22,38 by choosing the parameter ζ such that the binding
energy of the water dimer is reproduced correctly, γh becomes
more repulsive in the covalent and hydrogen bonding region (see
Figure 3) and improves hydrogen bonding systematically. We
use the γh function in combination with the third order terms.
Therefore, also the derivative of the γh function with respect to
charge has to be calculated, which is shown in detail in the
Supporting Information.

3. COMPUTATIONAL DETAILS

With DFTB3, one major difference from earlier studies39,40 is
the way of calculating proton affinities, which we explain first.
We continue with a description of different DFTB variants
benchmarked in this work. A short review of the parameters of
SCC-DFTB is given, and the new parameters of DFTB3 are
introduced. Finally, we discuss problems that occur for nitrogen-
containing species.
3.1. Calculation of Proton Affinities Using DFTB. The

proton affinity is defined as the negative of the enthalpy change
for the gas-phase reaction A-(g) þ Hþ(g) f AH(g) at a given
temperature. To avoid a large number of vibrational calculations,
we consider in this work only the potential energy change and do
not include zero-point correction, thermal contributions, and the
PV term (difference between energy and enthalpy). This is done
consistently for both reference calculations and DFTB

calculations. Due to the neglect of the one-center terms in the
repulsive potential eq 5, the energy of a proton is not zero in
DFTB53 and can be computed in two ways:
(i) First, it is given by the SCC-DFTB energy as (see eq 1):

ESCC-DFTBðHþÞ ¼ 1
2
γHH ¼ 1

2
UH ð22Þ

This is a direct result of neglecting the one-center terms in
the repulsive potential of eq 5, since eq 6 is used for all
practical implementation and applications.53 Therefore,
the energy of the proton is given by half of the Hubbard
parameter of hydrogen, which is 131.62 kcal/mol when
computed using the DFT-PBE functional. This value may
not be considered an accurate estimate since the Hubbard
parameter is computed for the neutral hydrogen atom;
however, it is consistent with the SCC-DFTB formalism.

(ii) Alternatively, the one-center contribution to the repulsive
potential can also be computed directly53 as

V rep
H ½F0H� ¼ EDFT - ESCC, el ð23Þ

With the energy of the hydrogen atom EDFT =-0.49772
H (B3LYP/6-311þþG(d,p)) and the electronic part of
the SCC-DFTB energy, ESCC,el = EH0 þ Eγ = -0.27164
H (first and second term in eq 1, here Eγ = 0 au) gives a
one-center repulsive energy contribution for the hydro-
gen atom of VH

rep[FH0 ] =-141.87 kcal/mol.53 [Within the
mio parameter, the spin-polarization energies are calcu-
lated with LDA; when using PBE values instead, the
electronic energy contribution for the hydrogen atom is
-0.27966 au, which gives VH

rep[FH
0 ] =-136.83 kcal/mol.

For details, see ref 65.] For the proton, the energy within
SCC-DFTB is then given by 0.5UH þ VH

rep[FH0 ] = 10.25
kcal/mol. Clearly, the electronic energy of a proton
should be equal to zero; however, UH is calculated as
the derivative of the highest occupied atomic orbital with
respect to the occupation number for the neutral hydro-
gen atom and cannot completely compensate for VH

rep-
[FH0 ] in the case of Hþ. For this unique situation where
the total charge of the system is removed, the pertubative
approach of SCC-DFTB fails. Therefore, the energy of
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the proton was set to þ141.87 kcal/mol in earlier
studies.39,53

With DFTB3, the direct calculation (i) is slightly modified:

EDFTB3ðHþÞ ¼ 1
2
Δq2Hγ

h
HH þ 1

3
Δq3HΓHH ¼ 1

2
UH -

1
6
DUH

DqH

�����
q0H

ð24Þ
The Hubbard derivative (∂UH)/(∂qH)|qH0 is -0.1857 H using
DFT-PBE, and the energy of the proton then equals 151.04 kcal/
mol, now overestimating the value of -VH

rep[FH
0 ].

In previous applications, approach ii has been used;39,40,53,54

however, this may not be the best choice for general applications.
In principle, the energy of the proton is just a constant and not
relevant when relative proton affinities are of interest, as, for
example, for proton transfer reactions. However, it becomes
important when absolute proton affinities and pKa are of
interest.55 In the following, we will show that fitting the Hubbard
derivatives leads to a drastic improvement of the performance of
the method. When Hubbard derivatives are fitted, as in the
current work, it is more consistent to use eq 24. Computing the
PAs with

EPA ¼ EA
- þ EH

þ
- EAH ð25Þ

and using a fixed value for the DFTB energy of the proton EHþ

means that a change in the Hubbard derivative due to fitting
affects only the energy of the molecule AH (EAH) such that the
reference proton affinity EPA is obtained irrespective of the
potential well depth of the A-H bond. This problem is resolved
when calculating EHþ with eq 24, EHþ being different for
different hydrogen Hubbard derivatives.
For this reason, we decide in the present work to consistently

determine the energy of the proton with eqs 22 and 24 depend-
ing on the level of theory.
3.2. DFTB Variants. In DFTB, a Taylor series expansion is

applied for the DFT exchange-correlation energy. While DFTB,
the nonself-consistent variant, includes terms up to first order,
SCC-DFTB includes also the second order term andDFTB3 also
the third order term. For consistent naming, we decided to use
the names DFTB, DFTB2, and DFTB3. Note that DFTB2
corresponds to the formally called SCC-DFTB. By default, the

standard γ function is used for DFTB2 and the γh function for
DFTB3. In the following benchmark, we will compare
• DFTB2: formally called SCC-DFTB, using the standard γ
function (eq 19) as derived in ref 9

• DFTB3: full third order extension (eq 15) including the γh

function (eq 20) as derived in present work.
Starting from DFTB2, three major changes have been made to
develop DFTB3. First, the γh function substitutes the standard γ
function; second, diagonal third order terms are included; and
third, off-diagonal third order terms are taken into account. To
illustrate the effects of each of these extensions separately, we also
present results for the following intermediate variants:
• DFTB2-γh: the standard γ function of DFTB2 is exchanged
by the γh function

• DFTB3-γ: the standard γ function is used in connection
with DFTB3

• DFTB3-diag: the γh function is used, and only the diagonal
third order terms are included (second term in eq 12 is
neglected) as suggested in refs 38 and 39.

Note that by introducing DFTB3 the intermediate variants
become obsolete and are not recommended for practical applica-
tions. An overview of all DFTB variants is given in Table 1.
The additional computational costs of the γh function and the

full third order extensions are negligible compared to the diago-
nalization of the Hamilton matrix, which is the time-limiting step
in the DFTB methodology. Therefore, the computer time require-
ments are roughly the same for all variants in Table 1.
3.3. Parameter Sets. 3.3.1. Electronic and Repulsive Param-

eters.The parameters for DFTB2 can be divided into two groups:
atomic and diatomic parameters. A short summary of the
different parameters is given in the following; for more details,
see refs 9, 11, 38, 54, 56, and 57.
The atomic parameters are the two confinement radii for wave

function and atomic reference density, the Hubbard parameter, and
the spin-polarization energy. The last two parameters are computed
from DFT and are not freely adjustable; the spin-polarization
energy is only needed in order to compute heats of formation.27

The two confinement radii are used for a proper choice of LCAO
basis functions φμ and atomic reference densities Fa0. With these
atomic parameters, one- and two-center integrals of the charge-
independent part of the Hamiltonian H0 are calculated in advance
and tabulated; for more details, see ref 22.
The two-body potentials in Erep (see eq 6) contain the

diatomic parameters, which are usually fitted to reproduce
reference data such as reaction energies and geometries of small
molecules. For adequate fitting with several objectives, different
techniques have been described in the literature.11,27,58,59

In this work, we use the mio parameters for all atoms and
pairs including C, H, N, and O,9,57 which are available from
www.dftb.org.

Table 1. DFTB Variants Compared in Present Study

name

γh

function

diagonal third

order terms

off-diagonal third

order terms

DFTB2 no no no

DFTB2-γh yes no no

DFTB3-γ no yes yes

DFTB3-diag yes yes no

DFTB3 yes yes yes

Figure 3. The γh function plotted for the OH pair (UO = 0.4954 au,UH

= 0.4195 au). This function is more repulsive than the original γ function
but still yields the same limits at r = 0 au and at r f ¥.
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Additionally, we use phosphorus parameters as described in
ref 40, which have not been released up to now, since the perfor-
mance was not satisfactory at the second order DFTB2 level of
theory. Many of these problems are resolved with DFTB3;
however, since the repulsive potentials have been determined
for DFTB2, these parameters are still not satisfactory for all
purposes, as shown in detail below. Clearly, a new parametriza-
tion for DFTB3 has to be developed; nevertheless, current
parameters provide reasonable geometries for a wide range of
molecules, and they will be available soon at www.dftb.org.
Briefly, the confinement radii for phosphorus are chosen as

those for sulfur,60 that is, 3.8 a0 for the wave function of the 3s
and 3p valence orbitals, 4.4 a0 for 3d orbitals, and 9.0 a0 for the
density compression. While the DFT eigenvalue of the d orbital
is calculated as εd = 0.02 H, it was set to εd = 0.52 H in order to
reduce excessive d-orbital involvement in binding situations. The
repulsive potentials for six different pairs (P-P, P-C/H/N/O/
S) are fitted to a B3LYP/6-31G(d) reference and are truncated to
zero in the range of 1.7-3.3 Å using the molecules PH3, PCH,
HPCH2, H2PCH3, PN, HPNH, H2PNH2, P2, HPPH, H2PPH2,
OPH, H3PO4, H4PO5

-, HPS, and H2PSH. Details for the
general fitting procedure, as has been carried out for the
phosphorus parameters, can be found in refs 9 and 57.
3.3.2. New Parameters.The γh function for the pairs HX (X ∈

{C, H, N, O, P, S}) describes the dependence between the size of
the atom and the electron-electron interaction more correctly;
one additional, purely empirical parameter ζ is necessary. It can
be determined using only one data point, the binding energy of
the water dimer, for which the most accurate theoretical value is
5.0 kcal/mol using CCSD(T).61 Nevertheless, to stay consistent
within our fitting procedure as described below, we choose the
similar value of 4.9 kcal/mol, which is the result from the
G3B362,63 method. In Table 2, we denote this way of determining
ζ as “calc”. We will also fit this parameter to reproduce an
extended data set, in combination with fitting the Hubbard
derivatives, then denoted as “fit”.
The third order Taylor series expansion of the exchange

correlation energy makes use of the Hubbard derivatives UX
d =

(∂UX)/(∂qX)|q0X, which means one additional parameter per
element. These can be determined by taking the numerical
derivative of the corresponding Hubbard parameter of a neutral
atom with respect to the occupation number of the highest
occupied atomic orbital. In Table 2, the Hubbard derivatives are
summarized and abbreviated as “calc”; they are calculated with
the PBE exchange-correlation functional64 and our in-house
program TWOCENT.

Therefore, one parameter set we provide is the “calc” set,
where only one parameter (ζ) is fitted to one system (water
dimer), and all Hubbard derivatives are calculated. In a different
approach, we fit all parameters for a large set of molecules,
resulting in the parameter set “fit”. This has been done first for
the DFTB3-diag method in ref 39.
It is important to note that fitting of the Hubbard derivatives

and ζ basically affects hydrogen bonds and proton affinities; most
properties of neutral molecules like equilibrium geometries are
not significantly altered. Nevertheless, one has to be careful not
to correct at the third order level for errors that result from the
second order formalism, i.e., short-comings resulting from the
electronic and repulsive parameters of the original DFTB2. Our
results indicate that the approximations in the third order terms
account very well for the physical effects arising from that level.
The remaining errors in the description of H-bonding and
proton affinities seem not to result from the third order
approximations but from the underlying second order DFTB2.
For the moment, we optimize DFTB3 parameters to make it
applicable to important chemical and biological problems with-
out refining the DFTB2 approximations.
The idea of DFTB2 is to use as many parameters calculated

from DFT as possible. By fitting the Hubbard derivatives UX
d, we

are leaving this spirit, and it seems natural to challenge the
insistence on DFT-calculated Hubbard parameters UX. Surely, a
fitting also of these parameters may lead to an improved chemical
accuracy, however, at cost of the following benefits: first, a
physically robust and transferable method; second, an easy
detection of systematic errors; and third, a small space of
parameters allowing an easier fitting of the remaining parameters
(especially because the Hubbard parameters affect mainly all
chemical properties for systems of biological relevance). Please
also note that the third order formalism introduces new physics
into ourmethod that cannot be compensated for just by a new set
of fitted Hubbard parameters. In that sense, our future work is
focused on avoiding empirical fitting of Hubbard parameters and
derivatives by improving the electronic (confining radii) and
repulsive parameters, that have been until now fitted on DFTB2,
at the DFTB3 level.
To optimize the parameters for DFTB3-diag, Yang et al. chose

a weighted penalty function where the properties of interest
included binding energies, proton affinities, and the root-mean-
square gradient of the included molecules calculated at the
reference structure.39 Finally they minimized the penalty func-
tion using a genetic algorithm optimizing the Hubbard deriva-
tives and the ζ parameter. In this work, we use a “brute force”

Table 2. Parameter Sets for the Different DFTB Variants

variant seta ζb UC
d c UH

d c UN
d c UO

d c UP
dc US

dc

DFTB2

DFTB2-γh calc 3.70d

DFTB3-γ calc -0.1492 -0.1857 -0.1535 -0.1575 -0.0702 -0.0695

DFTB3-diag calc 4.53 -0.1492 -0.1857 -0.1535 -0.1575 -0.0702 -0.0695

DFTB3-diag fit 5.0 -0.04 -0.14 -0.11 -0.17 -0.07 -

DFTB3 calc 4.05 -0.1492 -0.1857 -0.1535 -0.1575 -0.0702 -0.0695

DFTB3 fit 4.2 -0.23 -0.16 -0.13 -0.19 -0.14 -
a “calc” stands for calculated Hubbard derivatives Ud and/or ζ fitted to the water dimer and “fit” for a set of parameters fitted to a large set of binding
energies and proton affinities. For details, see the text. b ζ is the unitless parameter as defined in eq 21. c UX

d = (∂UX)/(∂nX)|nX0 is the Hubbard derivative
with respect to the occupation number of the highest occupied atomic orbital nX of atom type X in atomic units. In our third order formalism, we define
(∂UX)/(∂qX)|qX0 = (∂UX)/(∂nX)|nX0.

dNote that ζ is fitted to yield a binding energy for the water dimer of-4.9 kcal/mol in contrast to ζ = 4.5 as reported
in ref 39 for DFTB2-γh where ζ was fitted to minimize the error of 22 selected binding energies.
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fitting. A small set of parameters around the calculated values (ζ
fitted to the water dimer) is chosen, and the performance is
evaluated by calculating the mean unsigned error (MUE) of
proton affinities and binding energies using geometry optimized
molecules for each parameter set. Whenever the parameter set
that performs the best reaches a boundary of the current range of
parameters, the range is extended. The latter step is repeated
until the best set does not reach any boundaries of the
current range.
For the fitting of ζ and theHubbard derivatives of C, H, N, and

O, a set of 22 binding energies and 32 proton affinities as
compiled by Yang et al.39 is used to represent important
biological properties. The calculations are carried out in the gas
phase at 0 K without including the zero-point corrections for
both reference and DFTB. Subsequently, the Hubbard derivative
of phosphorus is fitted to a set of 18 proton affinities of
phosphorus-containing molecules (compilation from ref 40) in
the same manner but keeping all other parameters fixed. All
molecules involved in the fitting procedure are listed in the
following subsections.
It is found that the Hubbard derivative of carbon becomes very

small during the fitting of DFTB3/fit, while all other Hubbard
parameters stay close to the calculated values. To avoid getting
unphysical values, we limit UC

d to a lower boundary of -0.23 H.
[For UC

d < -0.40 H, we find that the self-consistent procedure
does not converge for several molecules in our training set.]
Similarly, UC

d becomes quite large during the fit of DFTB3-diag/
fit such that we limit it to an upper boundary of -0.04 au. Note
that the fitted parameters are different from the ones published
by Yang et al.39 since the way of computing proton affinities is
different (for details, see above).
The additional off-diagonal terms within DFTB3 seem to be

more repulsive in comparison with DFTB3-diag; therefore, ζ
becomes smaller to compensate for that, as shown in Table 2.
3.3.3. Nitrogen Hybridization: A Problematic Case for a

Minimal Basis Set Method. Nitrogen hybridization seems to
pose a problem for minimal basis set methods like DFTB as well
as for NDDO type semiempirical methods.52 This problem,
whichmay be related to the neglect of d orbitals in the basis set, is
not corrected for by either the γh function or the third order
terms and leads to dramatic errors when computing deprotona-
tion energies. In previous studies,48,22 consistent errors of about
10 kcal/mol were found specifically for proton affinities of sp3

hybridized nitrogen atoms. Therefore, a modified parameter set
“NHmod”was introduced in which the N-H repulsive potential
was shifted to correct for these errors. However, since sp2

hybridized nitrogen atoms seem to be described correctly, this

correction has only to be applied for a certain electronic
configuration of N. Therefore, similar to the situation in force
fields, different “atom types” for N have to be introduced at the
moment, which clearly limits DFTB’s applicability since these
atom types are not allowed to change during a reaction. In this
work, we present results for a “NHorg” and a “NHmix” para-
meter set. NHorg denotes the parameters for N-H bonds from
the mio set; i.e., in this set, no different atom types occur. For the
NHmix set, the mio potential is only used for compounds
containing sp2 or sp1 nitrogen, whereas NHmod is applied for
sp3 hybridized nitrogen atoms. For reactions where a nitrogen
changes its hybridization state from sp2 or sp to sp3, the NHorg
repulsive potential is used in order to have consistent energetic
contributions for the N-H atom pairs. [Note, different than in
present work, Yang et al.39 defined NHmix in a way that NHmod
is also used for calculating the proton affinity of NH2

-. Since the
orbitals calculated on the NH2

-molecule look similar to orbitals
on sp2 nitrogen, we apply NHorg for that case.]
The fitting procedure for ζ and the Hubbard derivatives is

applied separately for NHorg and NHmix; however, both
optimized parameters turn out to be equal. This extends the
transferability of the “fit” parameter sets (see Table 2) and
implies that, in addition to the case for “calc”, in the case for
“fit” the NHorg and NHmix results differ only for test molecules
where a sp3 nitrogen is bound to hydrogen.

4. BENCHMARKS AND DISCUSSION

In the following subsections, we present benchmark calcula-
tions for the different DFTB variants shown in Table 1 regarding
geometries, binding energies, proton affinities, and proton
transfer barriers for CHNO-containing molecules and also
compare the results with commonly used density functionals.
We further show results on proton affinities and hydrolysis
reactions of phosphorus-containing molecules. Finally, some
general benchmarks are provided for phosphorus parameters.

The parameters used for the γh function and third order terms
are given in Table 2, and if not explicitly stated, theNHorg repulsive
potential is used. Binding energies, proton affinities, proton transfer
barriers, and reaction energies are computed using the potential
energies at 0 K without including any zero-point energy correction.
Deviations are given as the difference of high level ab initiomethods
(Emethod - Ehigh-level), where the high level calculations are per-
formed using the Gaussian 03 program.65

The compilation and notation for binding energies and proton
affinities are taken from ref 39, proton affinities and hydrolysis
reactions of phosphorus-containing molecules from ref 40.

Table 3. Mean Unsigned and Maximum Absolute Deviation of Geometrical Propertiesa of the G2 Set for 61 CHNO-Containing
Closed Shell Molecules for Different DFTB Variantsb

Nc DFTB2 DFTB3 PBEd B3LYPd

γ γh γ diag full

parameter setb calc fit calc calc fit

r (Å) 223 0.014 0.014 0.014 0.014 0.014 0.014 0.014 0.009 0.004

rmax (Å) 223 0.065 0.067 0.061 0.064 0.064 0.062 0.063 0.060 0.041

a (deg) 187 0.9 0.9 0.9 0.9 0.9 0.9 1.0 0.4 0.4

amax (deg) 187 4.7 6.4 4.9 6.4 6.2 6.6 6.5 1.9 1.9
aBond lengths, r; bond angles, a; max stands for maximum absolute deviation. Geometric data is compared to the MP2/cc-pVTZ calculations. For
details, see the Supporting Information. b For explanations, see Tables 1 and 2. cNumber of comparisons. dBasis set 6-311G(2d,2p).
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4.1. Geometries. The performance of the different DFTB
variants is tested for the charge-neutral closed-shell molecules of
the G266 set. As shown in Table 3, the geometries do not change
significantly for all tested DFTB variants and parameter sets.
Similarly, the different NH repulsive potentials NHorg and
NHmix cause only very small differences for geometries; for
details, see the Supporting Information.

Significant differences occur for charged molecules; some of
them are summarized in Table 4. For example, the C-C bond
length in the acetate anion is overestimated by DFTB2 in
comparison to B3LYP67-69/cc-pVTZ;70 that error becomes
smaller for the DFTB variants including third order terms.
Similar findings are obtained for the O-H bond length of the
hydroxide anion, even though in this case also the γh function has

Table 4. Deviation of DFTB in Comparison to B3LYP/cc-pVTZ for Selected Bond Lengths r in Å

B3LYP DFTB2 DFTB3

γ γh γ diag full

parameter seta calc calc fit calc fit

rCC in CH3COO
- 1.567 þ0.047 þ0.051 þ0.000 þ0.011 -0.003 þ0.005 -0.004

rHO in OH- 0.971 þ0.033 þ0.011 þ0.005 -0.010 -0.009 -0.003 -0.003

rOH in (H2O)2
b 1.945 -0.056 -0.122 -0.060 -0.125 -0.120 -0.116 -0.117

a For explanations, see Tables 1 and 2. b rOH: hydrogen bond length in water dimer.

Table 5. 22 Binding Energies in kcal/mol: Deviation of DFTB in Comparison to G3B3a

G3B3 DFTB2 DFTB3

γ γh γ diag full

parameter setb calc calc fit calc fit

2H2O -4.9 þ1.6 -0.0 þ1.5 -0.0 þ0.2 -0.0 þ0.0

3H2O -15.1 þ5.5 -0.6 þ5.4 -0.5 þ0.2 -0.3 -0.1

4H2O -27.4 þ9.7 þ0.6 þ9.4 þ0.8 þ1.8 þ0.8 þ1.1

5H2O -36.3 þ13.3 þ1.4 þ12.5 þ1.8 þ3.0 þ1.3 þ1.7

2H2O(H
þ) -33.9 þ4.5 -2.0 þ5.9 þ2.4 þ3.4 þ0.9 þ2.1

3H2O(H
þ) -57.3 þ10.4 -0.1 þ11.6 þ5.3 þ6.6 þ3.7 þ5.3

4H2O(H
þ) -77.2 þ13.9 þ1.1 þ15.0 þ6.4 þ7.9 þ5.0 þ6.7

5H2O(H
þ) -91.9 þ18.3 þ1.8 þ19.7 þ7.2 þ9.1 þ6.2 þ8.1

2H2O(-H
þ) -27.4 -5.1 -12.8 þ1.5 -3.4 -1.5 -5.9 -3.2

3H2O(-Hþ) -48.6 -2.6 -17.0 þ5.3 -6.5 -3.8 -8.4 -5.3

4H2O(-Hþ) -66.7 þ0.3 -17.5 þ9.0 -5.0 -1.8 -7.2 -3.5

5H2O(-Hþ) -86.3 þ6.1 -18.2 þ14.2 -7.7 -4.1 -7.8 -4.7

NH3(H2O)
c -6.6 þ3.2 þ2.1 þ3.1 þ2.0 þ2.2 þ2.1 þ2.1

NH4
þ(H2O)

c -20.4 þ0.6 -3.4 þ1.4 -1.1 -0.7 -1.3 -0.9

6H2O_book -45.8 þ16.7 þ1.2 þ16.5 þ1.5 þ3.2 þ1.7 þ2.2

6H2O_cage -46.6 þ17.2 þ0.3 þ17.6 þ0.3 þ2.1 þ1.5 þ1.8

6H2O_prism -47.2 þ17.6 -0.0 þ18.0 þ0.1 þ2.0 þ1.3 þ1.7

6H2O_ring -44.7 þ16.5 þ1.8 þ15.3 þ2.4 þ3.9 þ1.5 þ2.1

methylimidazole(-Hþ)(H2O) -15.9 þ4.1 þ2.0 þ3.2 þ1.4 þ1.5 þ1.2 þ1.1

methylimidazole(H2O)_1 -6.2 þ2.4 þ1.4 þ2.6 þ1.8 þ1.9 þ1.9 þ2.0

methylimidazole(H2O)_2 -8.2 þ3.5 þ2.6 þ2.8 þ2.0 þ2.2 þ1.9 þ1.9

methylimidazoleHþ(H2O) -16.0 þ3.3 þ1.2 þ3.9 þ2.2 þ2.3 þ2.3 þ2.5

MUE 8.0 4.0 8.9 2.8 3.0 2.9 2.7

MSE þ7.3 -2.5 þ8.9 þ0.6 þ1.9 þ0.1 þ1.1

MAX 18.3 18.2 19.7 7.7 9.1 8.4 8.1
aThe binding energy is computed as the difference between the complex and the isolated molecules at 0 K; no zero-point energy correction has been
included. For the DFTB methods, the deviation is given as the difference of the G3B3 method (Emethod - EG3B3). Compilation of molecules and
notation taken from ref 39. Examples of notation: “2H2O”, neutral water dimer; “2H2O(H

þ)”, protonated water dimer; “2H2O(-Hþ)”, deprotonated
water dimer, “6H2O_book”, neutral water hexamer in the book configuration; “methylimidazole(-Hþ)(H2O)”, deprotonated methylimidazole
comlexed with water; “methylimidazole(H2O)_1”, neutral methylimidazole complexed with water as hydrogen-bond donor; “methylimidazole-
(H2O)_2”, neutral methylimidazole complexed with water as the hydrogen-bond acceptor; “methylimidazoleHþ(H2O)”, protonated methylimidazole
complexed with water. b For explanations, see Tables 1 and 2. cWhen applying NHmix, the results are slightly but not significantly different.



940 dx.doi.org/10.1021/ct100684s |J. Chem. Theory Comput. 2011, 7, 931–948

Journal of Chemical Theory and Computation ARTICLE

a significant effect. The hydrogen bond length in the water dimer
is overestimated using B3LYP/cc-pVTZ71 due to the admixture
of HF exchange; it is shorter for a pure GGA functional like PBE/
cc-pVTZ, where this bond length is 1.917 Å. DFTB2 under-
estimates this bond length (1.889 Å), indicating that the Pauli
repulsion may be underestimated by DFTB. Inclusion of the γh

function even further shortens the hydrogen bond. It is impor-
tant to note that this is a general trend (also valid for e.g. water
clusters); i.e., hydrogen bond lengths are predicted systematically
too short by DFTB.
4.2. Binding Energies. In a previous study, it has been

shown that DFTB2 underestimates the strength of hydrogen
bonding interactions.39 The performance for hydrogen bonds
is drastically improved using the γh function, as shown in
Table 5, while the third order corrections alone (third) do not
seem to have a substantial effect on these properties. However,
the errors for the negative charged species are now more
consistent with the ones of neutral and positive charged
systems. The combination of both extensions in DFTB3-diag
and DFTB3 adopts both improvements; the mean unsigned
error in comparison to G3B362,63 drops from 8 kcal/mol for
DFTB2 to about 3 kcal/mol irrespective of the set of Hubbard
derivative parameters (Ud) used. In ref 39, the test of DFTB3-

diag has been extended to a larger test set, and we expect
similar results for DFTB3.
In many biological applications, DFT methods with medium-

sized basis sets are applied. In order to compare DFTB with DFT,
we compile also binding energies for the same molecule set
(Table 5) using PBE and B3LYP with the 6-31þG(d,p) basis set,
which give a mean unsigned error of 7.0 and 3.7 kcal/mol (for
details, see the Supporting Information). These errors are signifi-
cantly larger when using basis sets without a diffuse function. This of
course is due to the basis set superposition error (BSSE), which can
be remediated when including the counterpoise correction,72,73

dropping the MUE to 3.7 and 1.3 kcal/mol, respectively. Never-
theless, we think it is important to be aware of these large errors, for
example, when studying larger biomolecular systems where the
counterpoise correction is rarely done. Therefore, although it is
often claimed that certain DFT functionals perform well for
hydrogen bonding,74-77 this is only true for converged basis sets,
which are often not used in practical applications. In such cases, the
use of a well calibrated approximate method like DFTB can be an
even more appropriate choice. For example, the finding that the
active site of bacteriorhodopsin is scrambled using QM/MM-
CPMD simulation may be related to an imbalanced description
of QM, QM/MM, and MM interactions, where one factor

Table 6. 23 Proton Affinities with Acidic Oxygen in kcal/mol: Deviation of DFTB in Comparison to G3B3a

G3B3 DFTB2 DFTB3

γ γh γ diag full

parameter setb calc calc fit calc fit

H2O 398.4 þ16.3 þ18.5 þ8.0 þ5.8 -1.6 þ7.5 -1.8

2H2O 375.9 þ9.6 þ5.7 þ8.0 þ2.3 -3.2 þ1.7 -5.1

3H2O 365.0 þ8.1 þ1.9 þ7.7 -0.4 -5.6 -0.7 -7.1

4H2O 359.1 þ7.0 þ0.3 þ7.5 -0.1 -5.2 -0.5 -6.5

5H2O 348.4 þ9.2 -1.1 þ9.6 -3.7 -8.7 -1.6 -8.3

CH3OH 392.6 -5.7 -2.6 þ3.3 þ5.8 -0.7 þ5.9 -0.3

CH3CH2OH 388.3 -1.5 þ1.6 þ6.5 þ9.3 þ2.6 þ9.0 þ2.2

CH3CH2CH2OH 387.6 -2.2 þ1.0 þ6.0 þ8.7 þ1.9 þ8.6 þ2.0

CH3-CH(OH)-CH3 385.6 þ1.4 þ4.7 þ8.2 þ11.7 þ4.6 þ10.7 þ3.3

HCOOH 351.2 þ1.7 þ3.4 þ8.6 þ14.2 þ7.1 þ10.0 þ2.9

CH3COOH 355.1 þ1.1 þ3.2 þ6.8 þ12.7 þ5.6 þ8.5 þ0.6

CH3CH2COOH 354.5 þ1.0 þ3.4 þ7.5 þ13.1 þ6.0 þ9.3 þ1.5

C6H5OH 356.7 -4.7 -2.4 þ8.0 þ11.0 þ5.2 þ9.7 þ4.0

p-CH3-C6H4OH 357.9 -5.6 -3.1 þ7.4 þ10.5 þ4.5 þ9.2 þ3.7

p-NO2-C6H4OH 334.6 -9.3 -7.5 þ2.2 þ5.2 -0.7 þ3.5 -1.3

H3O
þ 171.2 -0.4 -4.7 þ10.6 þ9.0 þ5.6 þ6.3 þ4.3

2H2O(H
þ) 200.2 -3.3 -2.7 þ6.3 þ6.6 þ2.3 þ5.4 þ2.2

3H2O(H
þ) 213.4 -5.3 -5.1 þ4.4 þ3.2 -0.9 þ2.3 -1.2

4H2O(H
þ) 221.1 -4.7 -5.3 þ4.9 þ3.3 -0.7 þ2.0 -1.4

5H2O(H
þ) 226.7 -5.3 -5.1 þ3.5 þ3.8 -0.4 þ1.4 -1.9

CH3OH2
þ 186.8 -8.3 -10.3 þ6.5 þ6.1 þ2.0 þ4.6 þ2.2

H2COH
þ 177.1 -11.8 -13.8 þ4.3 þ4.3 þ0.5 þ2.6 -0.2

CH3CHOH
þ 190.2 -10.1 -10.8 þ5.8 þ6.5 þ2.4 þ5.1 þ2.0

MUE 5.8 5.1 6.6 6.8 3.4 5.5 2.9

MSE -1.0 -1.3 þ6.6 þ6.5 þ1.0 þ5.2 -0.2

MAX 16.3 18.5 16.6 14.2 8.7 10.7 8.3
aThe molecules are given in the protonated form. The proton affinity is computed with the potential energies at 0 K without any zero-point energy
correction. For the DFTBmethods, the deviation is given as the difference of the G3B3 method (Emethod- EG3B3). The compilation of the molecules is
taken from ref 39. b For explanations, see Tables 1 and 2.
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contributing to the imbalance may be BSSE.78 The application of
empirical dispersion corrections would even worsen the problem,
since dispersion further strengthens the interaction, i.e., leads to an
even larger overbinding.
4.3. Proton Affinities. As shown in earlier studies,39,79

DFTB2 overestimates proton affinities (PA) that implicate acidic
oxygen. Yang et al. report an improvement with DFTB3-diag for
molecules in which the charge is strongly localized, a situation
where the third-order term contributes accordingly. In these
studies, the DFTB2 energy of the proton was assumed to be
141.9 kcal/mol; in the present work, we use eq 22 for DFTB2 and
eq 24 for DFTB3. Consequently, the proton affinities as com-
piled in Table 6 are shifted by about 10 kcal/mol for DFTB2 in
comparison to the earlier studies.
While the mean signed error (MSE) for DFTB2 in compar-

ison to G3B3 is quite small, the proton affinities of negatively
charged molecules are overestimated and the proton affinities for
neutral molecules underestimated. This holds true also when
including the γh function. The situation changes when looking at
the third order variants. Even though theMUE is not significantly
reduced (or even enlarged) in comparison to DFTB2, the proton
affinities for almost all molecules are consistently overestimated,
and the MSE is (almost) as large as the MUE (þ5.2 vs 5.5 kcal/
mol in the case of DFTB3/calc). This indicates a consistent
overbinding of the O-H bond. This error, however, is not
related to the third order formalism but has its roots already in
the repulsive potential of DFTB2. As Otte et al.26 mentioned, the
O-H bond shows an overbinding of about 6-7 kcal/mol. This
overbinding can also be roughly estimated by half of the
atomization energy error of H2O, which is 5.8 kcal/mol for
DFTB3/calc (using PBE spin-polarization energies; for details,
see ref 27) in comparison to G3B3. This value is very similar to
theMSE of DFTB3/calc (5.2 kcal/mol) in Table 6, leading to the
conclusion that removing this overbinding remedies the error for
the proton affinities. Indeed, once fitting the third order and γh

function parameters (DFTB3/fit), the MSE can be removed to
obtain a MUE as small as 2.9 kcal/mol. [For water clusters, we

note that the PA can be written as the sum of PA for a (neutral or
protonated) water molecule and the difference in the binding
energies of water clusters of different protonation states. There-
fore, the errors in the water cluster PAs can be understood in
terms of the errors in the PA of a single (neutral or protonated)
water and errors in the binding energies of the relevant water
clusters. For example, the fairly large error for the PA of a neutral
(H2O)5 is due mainly to the fact that DFTB3/fit overestimates
the binding energy of a deprotonated (H2O)5 (-4.7 kcal/mol,
see Table 5) but slightly underestimates the binding energy of a
neutral (H2O)5 (þ1.7 kcal/mol, see 4).] This would not work
for DFTB2, indicating that the third order terms systematically
lead to an improvement of DFTB.
Proton affinities with acidic nitrogen are shown in Table 7.

Here, DFTB2 shows large errors, which are systematically
improved by all third order variants. Large errors remain for
the last three molecules in Table 7 with sp3 nitrogen, which show
a systematic error of more than 10 kcal/mol, as discussed in detail
already in ref 39. The use of NHmod specifically for sp3

hybridized nitrogen, although not satisfactory from a theoretical
point of view, remedies this problem (see Table 8). That way, the
remaining MUE for DFTB3/calc/NHmix is only 2.5 kcal/mol.
Another encouraging result is the improvement of the proton

affinity for NH2
-. While for DFTB2 the proton affinity is

overestimated, it is underestimated for DFTB3-diag. The error
is then substantially reduced using the full third order variants,
DFTB3-γ andDFTB3, showing the first example where the third
order off-diagonal terms seem to be of importance.
Due to the hybridization problem, the error analysis for the

N-H bond is more involved. Nevertheless, the overbinding of
the N-H bond calculated as a third of the error in the
atomization energy of NH3 for DFTB3/calc as compared to
G3B3 is 2.9 kcal/mol (using PBE spin-polarization energies,
details see ref 27), which is comparably small. With the O-H
overbinding of 5.8 kcal/mol, we can estimate the error for the
relative proton affinity between oxygen- and nitrogen-containing
molecules to be roughly (5.8-2.9) kcal/mol = 2.9 kcal/mol,

Table 7. Nine Proton Affinities with Acidic Nitrogen in kcal/mol: Deviation of DFTB and the NHorg Parameter Set in
Comparison to G3B3a

G3B3 DFTB2 DFTB3

γ γh γ diag full

parameter setb calc calc fit calc fit

HCNHþ 176.0 -12.4 -14.6 þ4.5 þ4.3 þ0.4 þ2.8 þ0.2

CH3CNH
þ 192.3 -14.3 -15.4 þ2.9 þ2.6 -1.2 þ1.9 -0.9

C5H5NH
þ 229.5 -17.1 -18.3 þ1.3 þ0.9 -3.5 þ0.4 -2.1

methylimidazoleHþ 237.3 -12.7 -13.4 þ5.3 þ5.1 þ0.8 þ4.7 þ2.1

methylguanidineHþ 249.3 -12.0 -13.4 þ0.8 þ0.4 -2.2 -0.8 -2.9

NH3 413.9 þ10.4 þ10.9 -0.9 -16.8 -0.0 -5.3 -0.2

NH4
þ 212.3 -24.4 -30.5 -9.2 -13.0 -15.0 -14.4 -15.8

CH3NH3
þ 223.3 -26.8 -30.5 -10.2 -11.7 -15.1 -13.3 -15.3

1-aminobutaneHþ 228.2 -26.7 -29.9 -9.8 -11.4 -14.9 -12.6 -14.6

MUE 17.4 19.7 5.0 7.4 5.9 6.2 6.0

MSE -15.1 -17.2 -1.7 -4.4 -5.6 -4.1 -5.5

MAX 26.8 30.5 10.2 16.8 15.1 14.4 15.8
aThe molecules are given in the protonated form. The proton affinity is computed with the potential energies at 0 K without any zero-point energy
correction. For the DFTBmethods, the deviation is given as the difference of the G3B3 method (Emethod- EG3B3). The compilation of the molecules is
taken from ref 39. b For explanations, see Tables 1 and 2.
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which is an important measure for the accuracy of proton transfer
energetics between different donor and acceptor species.
We also benchmark DFT methods with medium-sized basis

sets for proton affinities. The MUE of PBE/6-31þG(d,p) and
B3LYP/6-31þG(d,p) in comparison to G3B3 is 4.7 and 2.5
kcal/mol, which is comparable to the performance of DFTB3.
Note that the use of diffuse functions is essential here, and errors
for calculations without diffuse functions are much larger (for
details, see the Supporting Information). For example, the use of
HF/4-31G for the description of a proton transfer reaction may
not yield a correct description of the dynamics due to errors in
the PAs of the donor and acceptor.80

Overall, one can find a clear difference in the performance of
DFTB2 andDFTB3 due to the inclusion of the third order terms,
whereas DFTB3-diag and DFTB3 perform very similar on
proton affinities. As for the binding energies, Yang et al.39

compiled larger test sets and showed that DFTB3-diag overall
improves the description of proton affinities. This is true for both,
using calculated Hubbard derivatives or fitted Hubbard deriva-
tives. With these findings, we also expect similar behavior for
DFTB3. We have seen that an improved performance for both,
hydrogen binding energies and proton affinities of DFTB2, is
only found when including both extensions, the γh function and
third order terms. Therefore, further benchmark tests are shown
in the following for the combination of these extensions, and also
the improvement of DFTB3 over DFTB3-diag will be discussed.
4.4. Proton Transfer Barriers. For testing proton transfer

barriers, several simple models are considered. For the
O 3 3 3H 3 3 3O models, we place a proton between two water
molecules and between two hydroxide anions. The barriers are
calculated for a fixed oxygen-oxygen distance with the shared
proton at half the distance between both oxygens. All other
hydrogen atoms are geometry optimized. For the relaxed struc-
ture, the shared proton is allowed to relax. While for the cationic
complex the barriers calculated with MP281/G3large62 are
already well reproduced with DFTB2, large errors occur for
the anionic model for large O-O distance. These errors are

completely removed for both DFTB3-diag and DFTB3. Table 9
summarizes the results, from which we note that the DFTB3
results represent a notable improvement over popular DFT
methods with an intermediate basis set.
Similarly, proton transfer barriers for nitrogen species are

tested. DFTB2 underestimates the barriers severely, while
DFTB3/calc reduces this error and even slightly overestimates
the barrier for the negatively charged complex. The DFTB
models with fitted parameters show further improved results.
The proton transfer barriers for the models containing one

oxygen and one nitrogen atom are computed keeping both heavy
atoms fixed and translating the shared proton along the straight
line between oxygen and nitrogen. The barrier is then given by
the highest energy surrounded by two minima. For the relaxed
structure, the shared proton is again geometry optimized to-
gether with all other hydrogen atoms. Rather large deviations are
found for DFTB2 which are reduced with DFTB3-diag/calc and
DFTB3/calc. Again, an overall good performance is found for the
DFTB3-diag/fit and DFTB3/fit versions; the largest errors
appear for [NH3-H-H2O]

þ, where surprisingly DFT-GGA
methods also reveal comparably large errors (see Table 9) in
comparison to MP2/G3large.
The use of NHmod has the following consequences on

barriers. The N-H bond is energetically shifted by about 10
kcal/mol, being more attractive in the binding region. The
strength of the bond decreases with larger N-H distances. As
a consequence, no barrier can be found for themodels containing
one oxygen and one nitrogen with small N-O distances. Here,
we see that NHmod is not parametrized and not applicable to
proton transfer barriers. Nevertheless, NHmod is a practical
solution for correcting errors for proton affinities, as has been
shown in several applications, e.g., ref 44. For models with two
nitrogen atoms, we find very similar results for NHorg and
NHmod. Future work will have to be concentrated on solving the
hybridization problem and balancing N-H and O-H repulsive
potentials such that proton transfer barriers with oxygen and
nitrogen participation are described correctly.

Table 8. Nine Proton Affinities with Acidic Nitrogen in kcal/mol: Deviation of DFTB and the NHmix Parameter Set in
Comparison to G3B3a

G3B3 DFTB2 DFTB3

γ γh γ diag full

parameter setb calc calc fit calc fit

HCNHþ 176.0 -12.4 -14.6 þ4.5 þ4.3 þ0.4 þ2.8 þ0.2

CH3CNH
þ 192.3 -14.3 -15.4 þ2.9 þ2.6 -1.2 þ1.9 -0.9

C5H5NH
þ 229.5 -17.1 -18.3 þ1.3 þ0.9 -3.5 þ0.4 -2.1

methylimidazoleHþ 237.3 -12.7 -13.4 þ5.3 þ5.1 þ0.8 þ4.7 þ2.1

methylguanidineHþ 249.3 -12.0 -13.4 þ0.8 þ0.4 -2.2 -0.8 -2.9

NH3 413.9 þ10.4 þ10.9 -0.9 -16.8 -0.0 -5.3 -0.2

NH4
þ 212.3 -13.1 -19.5 þ2.0 -2.0 -3.8 -3.4 -4.8

CH3NH3
þ 223.3 -15.4 -19.2 þ1.2 -0.4 -3.8 -2.0 -4.0

1-aminobutaneHþ 228.2 -15.3 -18.6 þ1.6 -0.1 -3.5 -1.2 -3.3

MUE 13.6 15.9 2.3 3.6 2.1 2.5 2.3

MSE -11.3 -13.5 þ2.1 -0.7 -1.9 -0.3 -1.8

MAX 17.1 19.5 5.3 16.8 3.8 5.3 4.8
aThe molecules are given in the protonated form. The proton affinity is computed with the potential energies at 0 K without any zero-point energy
correction. For the DFTBmethods, the deviation is given as the difference of the G3B3 method (Emethod- EG3B3). The compilation of the molecules is
taken from ref 39. b For eexplanations, see Tables 1 and 2.
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To point this out more clearly, we take a look at [NH3-H-
H2O]

þ, a model for a proton transfer between an amino acid with
an acidic nitrogen in the side chain (lysine, histidine, arginine) and
an oxygen. In the model, the nitrogen is sp3 hybridized, as would be
the case for lysine, and we find an error of about 10 kcal/mol.
Therefore, NHmod should be used. However, when doing so, the
barrier vanishes; i.e., the energymonotonically rises as the hydrogen
moves toward oxygen. Thus, proton affinities and proton transfer
barriers can be well described for systems including histidine or
arginine (applying NHorg), but special care must be taken for
lysine. When NHmod is used, the proton affinity is described well,
but not the barrier height of a proton transfer. The same problem
arises for DNAproton transfer reactions, where theMUE is about 5
kcal/mol for proton affinities of DNA bases, as found for DFTB3-
diag in ref 39.
4.5. Phosphorus-Containing Molecules. 4.5.1. Proton Affi-

nity and Hydrolysis Energetics. For phosphorus-containing

molecules, we first apply two tests from ref 40. Table 10 shows
18 proton affinities of biological relevance; in Table 11, elemen-
tary steps for a representative set of phosphate hydrolysis
reactions are listed, which include the hydrolysis of monopho-
sphate ester (MMP) and dimethyl monophosphate ester (DMP)
with different protonation states, numbers of water involved, and
dissociative/associative mechanisms.
Proton affinities are generally overestimated for DFTB2 and

DFTB3/calc. The MUE shows even worse results for DFTB3/
calc than for DFTB2; however, similar to the case for the proton
affinities with acidic oxygen, the deviation in comparison to the
MP2 results is much more consistent with DFTB3. For DFTB3,
all proton affinities are overestimated, the MSE being as large as
the MUE (12.6 kcal/mol); additionally, the maximal absolute
deviation is smaller than that for DFTB2. As discussed above,
about 6 kcal/mol of this error is due to the overbinding of the
O-H bond, which can be removed by refitting the O-H

Table 9. Proton Transfer Barrier in Kilocalories per Mole for a Fixed Distance (rXY) between the Heavy Atoms (X,Y ∈ {O,N}):
Deviation of DFTB and DFT in Comparison to MP2/G3largea

DFTB3-diagb DFTB3b

barrier rXY MP2 DFTB2 calc fit calc fit PBEc B3LYPc

[H2O-H-H2O]
þ 2.5 0.6 -0.6 -0.6 -0.6 -0.6 -0.6 -0.5 -0.4

2.6 2.4 -1.4 -0.2 þ0.0 -1.1 -0.8 -1.9 -1.0

2.7 5.2 -1.1 þ0.5 þ0.8 -0.7 -0.3 -3.2 -1.5

2.8 8.9 -1.3 þ0.5 þ0.9 -0.9 -0.4 -4.4 -1.9

[OH-H-OH]- 2.5 0.5 -0.5 -0.5 -0.5 -0.5 -0.5 -0.5 -0.2

2.6 2.3 -2.3 -0.6 -0.2 -0.7 þ0.0 -1.6 -0.6

2.7 5.2 -4.6 -0.0 þ0.5 -0.2 þ0.9 -2.7 -0.9

2.8 8.8 -6.7 -0.0 þ0.7 -0.3 þ1.2 -3.7 -1.2

[NH3-H-NH3]
þ 2.6 0.4 -0.4 -0.4 -0.4 -0.4 -0.4 -0.4 -0.3

2.7 1.9 -1.8 -1.0 -1.4 -1.7 -1.7 -1.9 -1.0

2.8 4.4 -2.4 -0.5 -1.4 -2.0 -2.2 -3.0 -1.6

2.9 7.7 -2.5 -0.1 -1.2 -2.1 -2.2 -4.1 -2.2

[NH2-H-NH2]
- 2.5 0.1 -0.0 þ0.3 -0.1 -0.1 -0.1 þ0.0 þ0.0

2.6 1.4 -1.4 þ5.2 -1.1 -0.4 -1.0 -1.2 -0.5

2.7 3.5 -3.5 þ5.5 -0.6 þ1.5 -0.5 -2.1 -0.8

2.8 6.3 -4.9 þ6.9 þ0.6 þ2.9 þ0.9 -3.0 -1.1

[NH3-H-H2O]
þd 2.9 25.3 -8.2 -5.2 -4.2 -5.8 -5.3 -e -2.7

3.0 30.0 -9.5 -6.3 -5.4 -7.3 -6.7 -6.8 -3.3

3.1 35.1 -11.0 -7.7 -6.8 -8.9 -8.2 -7.8 -3.8

3.2 40.5 -12.5 -9.1 -8.2 -10.5 -9.8 -8.8 -4.2

[H2O-H-NH3]
þd 2.9 0.8 þ0.7 þ2.2 þ1.1 þ0.2 þ0.1 -e -0.8

3.0 3.3 þ0.9 þ2.9 þ1.5 þ0.2 þ0.1 -3.0 -1.6

3.1 6.7 þ0.3 þ2.3 þ0.9 -0.6 -0.7 -4.5 -2.3

3.2 10.7 -0.8 þ1.3 -0.2 -1.9 -2.0 -5.9 -2.9

[NH2-H-OH]-d 2.8 10.1 -6.3 -4.6 þ2.4 -2.5 þ2.9 -3.3 -0.8

2.9 14.2 -8.6 -5.2 þ2.1 -3.1 þ2.7 -4.2 -1.1

3.0 18.6 -11.1 -6.0 þ1.4 -3.9 þ2.1 -5.1 -1.4

3.1 23.3 -13.4 -6.7 þ0.7 -4.7 þ1.5 -5.9 -1.6

[OH-H-NH2]
-d 2.8 4.4 -4.1 þ14.4 þ0.3 þ6.6 þ0.7 -2.8 -1.2

2.9 7.8 -5.2 þ15.8 þ1.1 þ7.9 þ1.6 -4.0 -1.7

3.0 11.6 -6.6 þ16.5 þ1.2 þ8.4 þ1.7 -4.9 -2.0

3.1 15.8 -8.8 þ16.2 þ0.1 þ7.8 þ0.7 -5.8 -2.3
aBarriers are computed as described in the text at 0 K, and no zero-point energy correction has been included. For the DFT and DFTB methods, the
deviation is given as the difference of the MP2 method (Emethod - EMP2). For all models, the NHorg parameter set is applied. b For explanations, see
Tables 1 and 2. cBasis set 6-31þG(d,p). dBarrier in comparison to the relaxed structure with the proton binding to the heavy atom that is written on the
left-hand side of that proton. eA barrier does not exist.



944 dx.doi.org/10.1021/ct100684s |J. Chem. Theory Comput. 2011, 7, 931–948

Journal of Chemical Theory and Computation ARTICLE

repulsive potential. The remaining error may be reduced by
fitting the P Hubbard derivative. For now, the method of choice
is DFTB3/fit, for which the MUE is only 2.8 kcal/mol. We want
to point out that the Hubbard derivatives for C, H, N, and O are
taken from the fit on nonphosphate molecules, and only UP

d is
fitted to the 18 listed proton affinities; this is in contrast to earlier
work, where the best performance for DFTB3-diag could only be
achieved by fitting all parameters at once.
Table 10 also shows the results for DFTB3-diag/calc, which look

similar to DFTB3/calc. However, when using DFTB3-diag/fit, the
error cannot be reduced as much as is the case for DFTB3/fit. We
find that the parameter UP

d has very small influence on the proton
affinities. The MUE ranges from 10.7 to 12.5 kcal/mol when
choosingUP

d in the range of-0.40 to-0.04 atomic units; therefore,
we keep the calculated parameter UP

d =-0.07 H. This observation
highlights that DFTB3-diag/fit does not properly account for some
part of the interactions within these molecules; i.e., the flexibility of
the model is not sufficient to yield good results for nonphosphate
and phosphate molecules at the same time.
For the hydrolysis reactions, theMUE forDFTB2 is 4.4 kcal/mol

and is only slightly reduced forDFTB3/fit (Table 11).Note that for
the latter, the parameter UP

d is fitted to the proton affinities only. A
special fit also for these reactions does not improve this situation
significantly. Surprisingly, DFTB3-diag performs somehow in a
superior way with a MUE of 3.2 kcal/mol.
4.5.2. Additional Discussion of Transferability of Parameters.

Earlier extensions of DFTB2 have suggested a lack of general

transferability; for example, the two phosphorus related param-
eter sets (see additional discussions in the next subsection),
SCC-DFTBPA and SCC-DFTBPR,40 need to be developed for
different properties. Both sets are based on DFTB3-diag
(without the γh function) with fitted Hubbard derivatives and
an additional empirical Gaussian term (with three additional
parameters) to adjust the Hubbard derivatives within the SCC
procedure. SCC-DFTBPA is specifically designed for proton
affinities of phosphorus-containing molecules and yields a MUE
for the 18 proton affinities of Table 10 of only 2.6 kcal/mol but
performs in an inferior way for proton affinities of nonphosphate
molecules. SCC-DFTBPR, on the other hand, is designed for the
hydrolysis reactions of Table 11 and shows a MUE for these
reactions of only 2.4 kcal/mol but is less accurate for the proton
affinities (in particular for nonphosphate molecules).
DFTB3 is a consistent extension of our model and transfer-

able to a wide range of chemical properties. Instead of different
methods with a different number of parameters (six or nine
parameters additionally to the ones from DFTB2) we now
have a method at hand that shows an overall good perfor-
mance for binding energies and proton affinities of nonpho-
sphate and phosphate molecules using only six additional
parameters in comparison to DFTB2 (ζ,UC

d ,UH
d ,UN

d ,UO
d ,UP

d).
A limitation is found, however, for the hydrolysis reactions, for
which only a slight improvement is achieved in comparison to
DFTB2. DFTB3 is not performing as well as SCC-DFTBPR in
that respect, which suggests that further improvements are

Table 10. 18 Proton Affinities for Phosphorous Containing Molecules in kcal/mol: Deviation of DFTB in Comparison to G3B3a

DFTB3-diagc DFTB3c

moleculeb G3B3 DFTB2 calc fit calc fit

H3PO4 334.0 þ17.1 þ23.9 þ18.5 þ18.3 þ5.5

H2PO2
- 464.5 þ26.2 þ26.6 þ20.0 þ17.2 -4.3

DMPHd 336.3 þ9.6 þ20.3 þ14.9 þ15.9 þ4.8

MMPd 336.7 þ12.0 þ20.9 þ15.4 þ15.8 þ3.8

MMP-d 460.5 þ21.5 þ26.3 þ19.9 þ18.3 -1.2

PH3OH
þ 201.6 -8.6 þ7.1 þ2.7 þ4.8 -0.0

PH2OHOH
þ 201.6 -2.8 þ10.8 þ6.3 þ8.2 þ2.1

PHOHOHOHþ 200.8 þ4.5 þ16.3 þ11.7 þ13.6 þ6.2

PH2(OH)dO 336.6 þ3.0 þ15.7 þ10.4 þ12.2 þ3.3

PH(OH)(OH)dO 334.7 þ10.7 þ20.4 þ15.0 þ16.0 þ5.3

P(O)(OH)(-O-CH2CH2-O-) 336.3 þ7.2 þ17.7 þ12.3 þ13.4 þ2.4

P(OH)(OH)(-O-CH2CH2-O-)(OH*) 359.0 -3.3 þ18.6 þ12.8 þ12.9 þ0.3

P(OH*)(OH)(-O-CH2CH2-O-)(OH) 350.4 þ6.7 þ15.9 þ10.6 þ11.0 -0.4

P(OH*)(OH)(-O-CH2CH2-O-)(OCH3) 351.2 þ1.8 þ12.8 þ7.4 þ8.9 -1.4

P(OH)(OCH3)(-O-CH2CH2-O-)(OH*) 359.6 -8.3 þ7.9 þ2.1 þ3.3 -7.2

P(OH*)(OCH3)(-O-CH2CH2-O-)(OH) 352.9 þ3.6 þ14.5 þ9.2 þ10.1 -0.5

P(OH)(OH)(OH)(OH*)(OH)_ax 357.3 þ4.0 þ21.8 þ15.9 þ14.2 -1.2

P(OH)(OH)(OH)(OH*)(OH)_eq e 347.0 þ14.0 -0.0

MUE 9.2 17.5 12.1 12.6 2.8

MSE þ6.6 þ17.5 þ12.1 þ12.6 þ1.0

MAX 26.2 26.6 20.0 18.3 7.2
aThe proton affinity is computed with the potential energies at 0 K without any zero-point energy correction. For the DFTB methods, the deviation is
given as the difference of the G3B3 method (Emethod- EG3B3). The compilation of the molecules is taken from ref 40. bThe molecules are given in the
protonated form. c For eexplanations, see Tables 1 and 2. d “DMPH” refers to dimethyl hydrogen phospate, “MMP” to P(O)(OH)(OH)(OCH3), and
“MMP-” to P(O)(O)(OH)(OCH3)

-. eThe molecule P(OH)(OH)(OH)(OH*)(OH)_eq dissociates, forming H2O for DFTB3-diag and DFTB3/
calc. Depending on the basis set, this dissociation also occurs for the DFT functionals PBE and B3LYP, e.g., dissociation for basis set 6-311G(2d,2p), no
dissociation for basis set cc-pVTZ.
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necessary for the phosphorus parameters and/or for the
DFTB formalism.
4.5.3. Geometry and Nonisodesmic Reactions. In several

publications, phoshorous parameters (electronic and repulsive
parameters) for DFTB2 have been used,40,42,45,47,82,83 and the
parametrization procedure has been described in ref 40.
Geometrical properties are tested on 35 molecules in the gas

phase, including phosphorus-containing acids in different

protonation states. All DFTB versions perform quite well in
comparison to B3LYP/6-31þG(d,p), but there are specific bond
types that show a general trend of being too short or too long, as
summarized in Table 12. For example, bonds for the pairs P-P,
P-S, and PdS are typically too long. A significant difference
between DFTB2 and DFTB3 can be found for the O-P single
bond length, which is rather too short for the latter in comparison
to B3LYP/6-31þG(d,p). This can be most dramatically seen in

Table 11. Deviation of Exothermicity and Barrier Height from the DFTB Variants in Comparison to MP2/G3Large Single Point
Calculations at B3LYP/6-31þG(d,p) Structures for 37 Elementary Steps in the Hydrolysis of MMP and DMPa

DFTB3-diagc DFTB3c

processb MP2 DFTB2 calc fit calc fit

com1 f ts1 (MMP,B) 31.0 -1.0 -3.9 -4.2 -6.7 -7.2

com1 f int1 (MMP,E) 30.6 -2.2 -2.4 -2.6 -6.1 -7.0

com1 f ts1_2 (MMP,B) 41.5 þ0.8 -1.7 -1.9 -3.9 -3.3

com1 f int1_2 (MMP,E) 31.0 -4.4 þ0.5 þ0.3 -4.6 -5.9

int1_2 f ts2_0 (MMP,B) 11.9 -3.0 -3.0 -3.0 -0.2 þ2.7

int1_2 f ts2 (MMP,B) 3.6 -5.5 -4.9 -4.9 -2.8 -1.1

int1_2 f com2 (MMP,E) -28.8 þ2.1 þ0.0 þ0.1 þ3.3 þ4.4

com1 f diss_tsa (MMP,B) 36.8 þ4.6 þ2.2 þ2.4 þ3.3 þ4.9

com1 f diss_int (MMP,E) 19.6 -7.3 -7.3 -6.7 -3.2 þ0.3

com1_w2f ts1_2_w2 (MMP,B) 39.9 -8.3 -12.3 -12.1 -13.6 -12.7

com1_w2f int1_2a_w2 (MMP,E) 28.0 -5.0 -1.5 -1.8 -6.6 -7.9

int1_2a_w2 f int1_2_w2 (MMP,E) 0.4 þ0.3 þ1.7 þ1.5 þ2.5 þ2.5

int1_2_w2f ts2_0_w2 (MMP,B) 11.4 -4.1 -10.8 -10.5 -7.7 -5.4

com1_da f ts1_da (MMP,B) 55.0 -22.4 -8.8 -9.1 -7.1 -0.2

com1_da f int_da (MMP,E) 4.5 -3.3 þ0.6 þ0.5 -1.6 -2.0

com1 f ts1 (DMP,B) 38.6 -1.7 -5.3 -5.8 -7.1 -7.3

com1 f int1 (DMP,E) 35.4 -5.7 -2.2 -2.4 -6.4 -7.6

int1 f int1_2 (DMP,E) 1.3 -3.2 -0.3 -0.3 þ0.4 þ1.3

int1_2 f ts2 (DMP,B) 0.6 þ0.2 -0.5 -0.6 þ0.4 þ1.2

int1_2 f com2 (DMP,E) -35.2 þ7.0 þ4.0 þ4.1 þ5.9 þ6.0

n_com1 f n_ts3 (DMP,B) 33.6 þ4.9 þ3.0 þ2.7 þ0.7 þ0.2

n_com1 f n_int1 (DMP,E) 13.2 -3.7 -0.0 -0.4 -3.8 -4.9

n_int1f n_ts4 (DMP,B) 22.9 þ6.4 þ4.1 þ4.0 þ4.8 þ5.1

n_int1f n_com2 (DMP,E) -15.8 þ2.2 -0.1 þ0.0 þ3.2 þ3.7

DMP_P f diss_ts (DMP,B) 40.9 þ11.6 þ8.3 þ8.1 þ8.8 þ8.8

DMP_P f diss_prod (DMP,E) 28.2 þ0.6 -1.7 -1.8 -0.0 -0.9

diss_prod2 f diss_ts2 (DMP,B) 13.5 þ13.2 þ11.3 þ11.2 þ9.8 þ10.4

diss_prod2 f MMP_P (DMP,E) -29.8 þ0.8 þ2.9 þ2.8 þ0.3 þ0.6

diss_w_reac f diss_w_ts (DMP,B) 20.9 þ5.9 þ2.2 þ2.2 þ2.3 þ0.7

diss_w_reac f diss_w_prod (DMP,E) 18.4 þ4.3 þ0.2 þ0.1 þ1.4 þ0.3

diss_w_prod2 f diss_w_ts2 (DMP,B) 1.9 þ2.7 þ2.2 þ2.2 þ0.9 þ0.3

diss_w_prod2 f diss_w_reac2 (DMP,E) -21.0 -2.5 þ0.4 þ0.4 -1.4 -0.7

n_w_com1f n_w_ts3 (DMP,B) 28.2 -2.7 -4.4 -4.4 -7.6 -8.9

n_w_com1f n_w_int1 (DMP,E) 13.1 -4.1 -0.7 -1.0 -4.5 -5.8

n_w_int1f n_w_int2 (DMP,E) -0.5 þ0.1 þ0.7 þ0.7 þ0.7 þ0.6

n_w_int2f n_w_ts4 (DMP,B) 15.1 þ2.0 -2.2 -2.0 -2.3 -3.1

n_w_int2f n_w_com2 (DMP,E) -13.0 þ1.4 -0.7 -0.7 þ3.0 þ4.1

MUE 4.4 3.2 3.2 4.0 4.1

MSE -0.5 -0.8 -0.9 -1.2 -0.9

MAX 22.4 12.3 12.1 13.6 12.7
aCompilation from ref 40. No zero-point corrections are included in either exothermicity or barrier heights. All quantities are given in kcal/mol. bThe
processes are labeled as in ref 40. “E” stands for “Exothermicity”, “B” for “Barrier”. All structures are listed in the Supporting Information. c For
explanations, see Table 2.
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the example where an acetate is linked via one oxygen atom to a
phosphate group ([CH3COO-PO3]

2-). For DFTB2, this
molecule almost dissociates with an O-P distance of 2.372 Å;
for DFTB3, it is too short (1.818 Å) in comparison to the B3LYP
result (1.968 Å). As already shown in ref 40, DFTB2 has
hydrogen bonding distances that are too small for water-
phosphate bonds. This problem is not resolved for DFTB3
and needs to be addressed with an improved description of Pauli
repulsion in the DFTB2 framework. TheMUE for bond angles is
between 2.5� and 3.0� for all DFTB versions. Further details can
be found in the Supporting Information.
For an additional test of chemical reactions beyond hydrolysis,

10 reactions have been carried out in which the bonding situation
changes; e.g., a O-P bond is exchanged to a H-P bond (nine
reactions are hydrogenations). We find large deviations, the
MUE being around 50 kcal/mol for all DFTB versions; details
can be found in the Supporting Information. Among other
shortcomings, the most important one seems to be the eminent
overbinding of the PO bonds. Thus, while the current phos-
phorus parameters might well be used for geometries (while
special care is necessary for some bond types, see above), proton
affinities and hydrolysis reactions, it should not be applied for
nonisodesmic reactions.

5. CONCLUSION

We have presented DFTB3, a new method that extends the
standard second order DFTB2 (formally SCC-DFTB) by two
conceptually independent improvements. DFTB3 maintains the
strengths of DFTB2, such as rapid computation of large scale
molecular systems with reliable geometry, but improves transfer-
ability and overall accuracy for several properties.

The first concept is the γh function ameliorating the elec-
tron-electron interaction of charge fluctuation. The γh function
corrects the original function, which incorrectly imposes a linear
relation between the chemical hardness and the atomic size. This
relationship is only valid within one row of the periodic table and
particularly fails when interactions of first row atoms with

hydrogen are involved. We therefore introduced one additional,
purely empirical parameter (ζ), which can be adjusted to a single
reference system like the water dimer. Previous tests have shown
that this improves the performance of DFTB2 for hydrogen
bonding systematically. Therefore, this correction does not
introduce additional terms to total energy in an ad hoc fashion
but establishes a consistent improvement of the electron-
electron interaction in the second (and third) order terms of
DFTB2 (DFTB3). As a result, the mean unsigned error for
hydrogen bonding energies drops from 8.0 kcal/mol for DFTB2
to 4.0 kcal/mol for DFTB2-γh for our fairly broad sets of test
systems. A drawback is found for the hydrogen bond lengths
which turn out to be too short. [In principle, these repulsive
energy potentials are intimately coupled to the electronic DFTB
terms with which they have been determined. Therefore, they
have to be refitted when the DFTB Hamiltonian is modified.]

The second improvement concerns the extension of DFTB2
to include third order terms of the Taylor series expansion of the
DFT exchange-correlation energy. The third order terms cause
the chemical hardness (Hubbard parameter) of an atom to be
dependent on its charge, which becomes particularly important
for the description of systems with localized charges. One
additional parameter is introduced for each element, the Hub-
bard derivative with respect to charge, which can be either
computed from DFT for atoms or can be fitted. With the first
approach, the DFTB3-γ method does not involve any new
empirical parameters. Geometries for charged molecules are
slightly improved. Regarding proton affinities, the errors become
consistently overestimated in contrast to an underestimation for
negatively charged systems and an overestimation for positively
charged systems with DFTB2.

The combination of both improvements in DFTB3 also
combines the effects. The accuracy of DFTB2 for geometries
of C-, H-, N-, and O-containing molecules is maintained. For
charged molecules, a slight geometrical improvement is found,
whereas hydrogen bonds are consistently too short. The mean
unsigned error for our set of hydrogen binding energies drops
below 3.0 kcal/mol. It should be noted that this improved DFTB

Table 12. DFTB2 and DFTB3 Errors for the Bond Lengths of 35 Phosphorus-Containing Moleculesa in Comparison to B3LYP/
6-31þG(d,p)

DFTB2 DFTB3/calc DFTB3/fitd

bond typeb nc MAX MSE MUE MAX MSE MUE MAX MSE MUE

rC-P 6 0.042 þ0.022 0.022 0.041 þ0.018 0.018 0.041 þ0.021 0.021

rCdP 1 0.056 þ0.056 0.056 0.049 þ0.049 0.049

rH-P 9 0.061 þ0.024 0.024 0.047 þ0.020 0.021 0.044 þ0.018 0.019

rN-P 1 0.001 þ0.001 0.001 0.001 þ0.001 0.001 0.001 þ0.001 0.001

rO-P 43 0.404 þ0.001 0.029 0.150 -0.022 0.026 0.200 -0.029 0.031

rOdP 33 0.029 þ0.007 0.011 0.027 þ0.008 0.011 0.017 þ0.003 0.006

rP-P 4 0.109 þ0.077 0.077 0.118 þ0.081 0.081 0.148 þ0.098 0.098

rP#P 1 0.003 þ0.003 0.003 0.003 þ0.003 0.003 0.003 þ0.003 0.003

rP-S 5 0.164 þ0.121 0.121 0.137 þ0.103 0.103 0.128 þ0.098 0.098

rPdS 3 0.070 þ0.062 0.062 0.064 þ0.059 0.059 0.061 þ0.059 0.059

rOHhb 3 0.141 -0.138 0.138 0.225 -0.222 0.222 0.192 -0.186 0.186

overalle 196 0.404 þ0.010 0.022 0.225 þ0.002 0.021 0.200 -0.000 0.021
aGeometries for all molecules are listed in the Supporting Information. bBond situations between two atom types, “-” means a single bond, “d” a
double bond, rP#P is the bond length of the molecule P2, and rOHhb represents hydrogen bonds between a phosphate group and a water. All
specifications can be found in the Supporting Information. cNumber of comparisons. dTrimethylmethylenephosphorane does not converge and is
excluded from the statistics. eAlso the bond types rCC, rCH, rCO, rCdO, rHO, rCS, and rHS are included in the overall performance.
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model outperforms standard DFT functionals using medium-
sized basis sets without correction for BSSE, a methodology
typically used in, for example, QM/MM applications to biologi-
cal systems. [Note that adding empirical dispersion corrections
to DFT-GGA would even worsen the situation, since DFT
overbinds the H-bonded complexes already due to BSSE.] For
proton affinities, the mean unsigned error is not significantly
reduced when using calculated Hubbard derivatives. However,
we have shown that the remaining errors do not arise due to third
order approximations (and neither the γh function) but result
from the repulsive potential terms of second order DFTB2; i.e.,
the errors could be removed in principle by reoptimizing the
DFTB repulsive potentials, with which an empirical fitting of the
Hubbard derivative parameters is likely no longer necessary. For
the time being, we also present empirically fitted parameters
(Hubbard derivatives and ζ), which result in a significant
improvement over DFTB2. The mean unsigned deviation for
our oxygen-containing test systems in comparison to G3B3
results are 5.8, 2.9, and 2.5 kcal/mol for DFTB2, DFTB3 with
fitted ζ and Hubbard derivatives, and B3LYP/6-31þG(d,p),
respectively.

We have also shown that the energy of a proton is a constant
and not equal to zero for DFTB2 (and DFTB3) due to the
neglect of atomic contributions within the repulsive energy
contribution. There are different eligible ways of how to compute
this constant, leading to different constants in order to obtain an
absolute proton affinity. For reasons of consistency, we used the
constant as calculated directly from the respective level of theory
(DFTB2 or DFTB3). We emphasize that for most applications
only relative proton affinities are important; i.e., the value of this
constant does not matter at all. Only for specific applications
where the absolute proton affinity is needed does the value of that
constant become important, e.g., determining the pKa of a
molecule. An empirical but helpful choice different than fitting
parameters would then be to use a constant which compensates
the consistent over- or underestimation of the respective DFTB
variant.

In earlier work, we have already implemented and tested the
diagonal part of the third order corrections and provided
different parametrizations (Hubbard derivatives, ζ, and in some
cases also additional parameters).39,40 In our comparison of
DFTB3-diag and DFTB3, the newly implemented off-diagonal
terms do not seem to lead to a large improvement for molecules
consisting of O, N, C, and H, except for the NH2 molecule, since
the diagonal part is already quite accurate. The most significant
advantage of DFTB3 over DFTB3-diag and earlier published
extensions of DFTB2 is its consistent performance for hydrogen
bonding energies and proton affinities including atoms of type C,
H, N, O, and P. While all earlier extensions needed different
parametrizations for different properties, DFTB3 with fitted ζ
and Hubbard derivatives is more transferable and covers all
properties with a single parametrization. One persistent limita-
tion is found for phosphate hydrolysis reactions, where a model
based on DFTB3-diag with an empirical Gaussian term and
“reaction specific” parametrization of the Hubbard derivatives
(SCC-DFTBPR)40 is still needed for better accuracy.

Despite all progress, major limitations for DFTB3 remain.
First, the error of proton affinities of nitrogen-containing mole-
cules seems to correlate with the hybridization state of nitrogen.
We discussed the use of different repulsive potentials, NHorg and
NHmix, which provides a pragmatic way for calculating accurate
proton affinities but is unreliable for studying reactions and

proton transfer barriers. Moreover, the scheme is conceptually
unsatisfactory. Second, the hydrogen bond lengths are generally
too short, and third, large errors are found for nonisodesmic
reactions of phosphorus-containing species. Addressing these
limitations requires developing new electronic and repulsive
parameters (or formulations) for DFTB3.
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ABSTRACT: It has recently been demonstrated that novel streaming architectures found in consumer video gaming hardware such
as graphical processing units (GPUs) are well-suited to a broad range of computations including electronic structure theory
(quantum chemistry). Although recent GPUs have developed robust support for double precision arithmetic, they continue to
provide 2�8� more hardware units for single precision. In order to maximize performance on GPU architectures, we present a
technique of dynamically selecting double or single precision evaluation for electron repulsion integrals (ERIs) in Hartree�Fock
and density functional self-consistent field (SCF) calculations. We show that precision error can be effectively controlled by
evaluating only the largest integrals in double precision. By dynamically scaling the precision cutoff over the course of the SCF
procedure, we arrive at a scheme that minimizes the number of double precision integral evaluations for any desired accuracy. This
dynamic precision scheme is shown to be effective for an array of molecules ranging in size from 20 to nearly 2000 atoms.

’ INTRODUCTION

It has recently been recognized that consumer video game
hardware is well suited to many tasks in computational chem-
istry, including electronic structure theory,1�10 ab initio molec-
ular dynamics,11 and empirical force-field-based molecular
dynamics.8,12�14 The emergence of the CUDA development
framework from NVIDIA has made it much easier to repurpose
this hardware for scientific computing,15 compared to early
efforts on similar architectures that had to resort to low level
instructions.16 Nevertheless, efficient use of graphical processing
units (GPUs) requires careful attention to some specialized
hardware constraints such as memory access patterns and non-
uniform efficiency of floating point arithmetic in different preci-
sion. Furthermore, GPUs have been carefully designed for
maximum performance in specific graphics processing tasks
and are otherwise severely limited. It is unlikely that these
limitations will be fully eliminated because in large part they
provide the foundation of the GPUs computational prowess.

The first CUDA-enabled GPUs had no support for double
precision arithmetic, demanding care in their use for quantum
chemistry applications. The latest GPUs fully support double
precision arithmetic, with stunning performance in the range of
several hundred GFLOPS, well beyond that of traditional
processors (CPUs). Nevertheless, single precision continues
to maintain between 2� and 8� more instruction units than
double precision on the latest generation of GPUs. This
disparity stems from the hardware’s pedigree in graphics, where
there is little need for double precision accuracy, and the
necessary increase in circuitry is difficult to justify. Single
precision may exhibit further performance advantages as a
result of its smaller memory footprint, which reduces data
bandwidth requirements2 and increases the number of
values that can be cached in registers. Thus, for maximum

performance, it remains important to favor single precision
arithmetic as much as possible on GPUs.

To balance GPU performance with chemical accuracy, quan-
tum chemistry implementations have adopted mixed precision
approaches in which double precision operations are added
sparingly to an otherwise single precision calculation. Matrix
multiplication in the context of resolution-of-the-identity
Møller�Plesset perturbation theory has been shown to provide
accurate mixed precision results, even when the majority of
operations are carried out in single precision.4,6 Single precision
ERI evaluation has been successfully augmented with double
precision accumulation into the matrix elements of the Coulomb
and exchange operators.3,5 “Double precision accumulation”
simply means that the ERIs are evaluated in single precision,
but a double precision variable is used to accumulate the products
of density matrix elements and ERIs which make up the final
operator (e.g., Coulomb or exchange). For example, the Cou-
lomb operator can be constructed as

J64μν þ¼ P32λσðμνjλσÞ32 ð1Þ
where the superscripts indicate the number of bits of precision
used for the labeled variable, and the ERIs are given as

ðμνjλσÞ ¼
Z

φμðr1Þ φνðr1Þ φλðr2Þ φσðr2Þ
jr1 � r2j dr1 dr2 ð2Þ

Computing a few of the largest ERIs in full double precision has
also been shown5 to improve accuracy compared to calculations
using only single precision for all ERIs. Incremental construction
of the Fock matrix17 has been noted to improve the accuracy of
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single precision ERI evaluation.3,4 Finally, it has been suggested
that full single precision can be safely employed in the earliest
SCF iterations.5 Such strategies have proven effective in improv-
ing mixed precision results for many calculations reported to
date. However, no systematic study of mixed precision ERI
calculation has been undertaken. In fact, the precision cutoffs
must be chosen carefully for each molecular system studied to
guarantee that the absolute error is within a tolerable range.

In the present paper, we introduce a systematic method of
both controlling error and minimizing double precision opera-
tions in mixed precision Fock matrix construction. We begin by
describing a mixed precision scheme, in which all integrals are
computed on the GPU, with large ERIs calculated in full double
precision and small integrals in single precision with double
precision accumulation. We show that the relative error in such
calculations is well behaved for an array of systems and can be
controlled to provide an effective precision and performance
between that of single and full double precision. In order to
further decrease the number of double precision integral evalua-
tions, we suggest a newmethod that we term dynamic precision, in
which the effective precision is adjusted dynamically between
SCF iterations. In this way, the minimum number of double
precision integrals can be used to obtain any desired level of
accuracy. Finally, we present performance and accuracy results to
benchmark the dynamic precision approach. The mixed and
dynamic precision schemes were implemented in TeraChem, a
general purpose quantum chemistry package designed specifi-
cally for the GPU.11,18

’MIXED PRECISION IMPLEMENTATION

The magnitude of an ERI is commonly bounded using the
Schwarz inequality.19 In direct SCF codes,17 the bound can be
further reduced using elements of the density matrix as

jðμνjλσÞPλσj e ðμνjμνÞ1=2ðλσjλσÞ1=2jPλσj ð3Þ
Because only absolute accuracy is required in chemical

applications, Yasuda introduced a cutoff on the density-weighted
Schwarz bound to group ERIs into two batches. Those whose
bound fell below the cutoff were calculated in single precision on
the GPU. Integrals whose bound was larger than the cutoff were
evaluated in double precision on the CPU. As has been pre-
viously noted,1 the use of the CPU is no longer necessary with the
advent of robust double precision support on the GPU. We have
implemented a mixed precision Fock matrix evaluation scheme
similar to that suggested by Yasuda. Instead of using the CPU,
however, we developed double precision analogues of our
previously reported single precision ERI routines. Implementa-
tion details follow those in our previously described single
precision code.3

In order to make the most of the GPU’s memory bandwidth,
the double and single precision integrals are handled in a two-
pass algorithm. As previously described, our ERI algorithm
operates directly on primitive Gaussian pair products, which
are sorted by decreasing Schwarz bound. In the first pass, data for
the largest primitive pairs are packed into double precision arrays,
and any ERI whose bound is greater than the precision threshold
is calculated using double precision GPU kernels. In the second
pass, smaller primitive pairs are added to the data, which is
reassembled into single precision arrays and processed by single
precision kernels.

Because the four-index, density-weighted Schwarz bound is
computed only within the GPU kernels, some duplication occurs
between the sets of single and double precision primitive pairs,
and each kernel must filter out individual ERIs whose bound falls
outside of the relevant range. When filtering, it is essential that
both the single and double precision kernels handle the bounds
identically. Otherwise, the different rounding behavior exhibited
by single and double precision arithmetic will cause integrals
close to the bound to be skipped or double counted. In our
implementation, the double precision kernels cast the bound
quantities to single precision before determining whether the
associated integrals and their contributions will be evaluated.

’MIXED PRECISION ACCURACY

The molecules shown in Figure 1 were chosen as representa-
tive test cases to study the accuracies of several mixed precision

Figure 1. Molecular geometries used to benchmark the correlation
between precision cutoff and the effective precision of the final energy.
Optimized geometries (shown here) were used in addition to distorted
nonequilibrium geometries prepared by carrying out RHF/STO-3G
NVT dynamics at 2000 K (1000 K for ascorbic acid).

Table 1. RHF/6-31G Final Energies Compared between
GAMESS (Set at Default Convergence and Two-Electron
Integral Thresholds), Our GPU Accelerated TeraChem Code
Performing All Calculations in Double Precision (TeraChem
DP), and TeraChem Using Single Precision for ERIs with
Double Precision Accumulation into the Fock Matrix
Elements (TeraChem SP)a

ascorbic acid lactose cyanobacterial toxin

GAMESS �680.5828947 �1289.6666250 �2491.2058893

TeraChem DP �680.5828947 �1289.6666250 �2491.2058890

TeraChem SP �680.5828071 �1289.6664266 �2491.2053589

neurokinin A 5 � 6 nanotube

GAMESS �4089.6883770 �13790.1415171

TeraChem DP �4089.6883762 �13790.1415176

TeraChem SP �4089.6879824 �13790.1389987
aDistorted nonequilibrium geometries from RHF/STO-3G NVT dy-
namics at 2000 K (1000 K for ascorbic acid) were used.
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thresholds. Geometries were prepared at both an optimized
RHF/6-31G minimum and a distorted geometry obtained by
performing NVT dynamics at ∼2000 K. Coordinates are pro-
vided in Table S1 of the Supporting Information. The double
precision GPU implementation was first benchmarked against
GAMESS20 using GAMESS default convergence and two-elec-
tron integral thresholds. The resulting final energies, shown in
Table 1, indicate good agreement. Switching to single precision
ERIs degrades the result by 3�5 orders of magnitude. However,
it should be emphasized that for molecules containing as many as
100 atoms, single precision provides adequate results—the
absolute error of the energy computed with single precision
ERIs is well below 1 kcal/mol even for Neurokinin A with
157 atoms.

Next, we evaluated the mixed precision approach by varying
the precision threshold between 10�9 au (nearly all integrals are
evaluated in double precision) and 1.0 au (essentially all integrals
use single precision). Negligibly small ERIs were screened
according to the density weighted Schwarz upper bound of
eq 3 using a conservative threshold to ensure that differences
in the final energy above ∼10�7 au would be dominated by
mixed precision errors. The average relative energy difference
between full double and mixed precision SCF energies for the 10
test geometries described above is plotted as a function of the
precision threshold in Figure 2. Although the absolute error
increases along with the total energy of the systems, the relation-
ship between the precision cutoff and relative error is roughly
linear and is independent of system size and basis set. Thus, each
threshold can be associated with an effective relative error in the
energy.

When a power fit of the average errors in Figure 2 is used, it is
possible to empirically preselect a precision threshold corre-
sponding to any accuracy requirement using only the estimated
total energy (to calculate relative error). A reasonably conserva-
tive bound on the precision error was obtained by shifting a
power fit of the average 6-31G errors beyond two standard

deviations above the mean. The result is given in eq 4 and plotted
for reference in Figure 2.

ErrðThreÞ ¼ 2:0� 10�6Thre0:7 ð4Þ
By inverting eq 4, we can select an adequate precision threshold
at the start of the SCF procedure and use the minimum allowable
effective precision. However, this requires early iterations whose
density matrices are highly approximate to use the full level of
precision needed at convergence. This is especially wasteful in
very large systems since the accuracy required at convergence
nears that of full double precision. To further reduce the use of
double precision in early iterations while still achieving the
required accuracy at convergence, we introduce a dynamic
precision approach, described below.

’DYNAMIC PRECISION IMPLEMENTATION

The essence of the dynamic precision approach is to use
eq 4 to select a different threshold for each iteration of the
SCF procedure. Early iterations have been shown to tolerate
relatively large errors in the Fock matrix without hampering
convergence.3,21 We take the maximum element of the DIIS
error vector22 from the previous iteration as a metric of this
tolerance, and at each iteration, we use eq 4 to select a threshold
providing precision safely below the DIIS error. This ensures that
the precision error is a small contributor to the total error. By
reducing the precision threshold gradually as convergence pro-
gresses, it is possible to approach full double precision results
while minimizing the number of actual double precision
operations.

To improve performance, our SCF code uses an iterative
update approach (also known as incremental Fock matrix for-
mation) to build up the Fock matrix over the course of the SCF
procedure.17 The update approach decomposes the Fock matrix
as

Fi þ 1ðPi þ 1Þ ¼ FiðPiÞ þ FðPi þ 1 � PiÞ ð5Þ
so that only the last term needs to be calculated in each SCF
iteration. Here Pi and Fi(Pi) are the density and Fock matrices at
the ith SCF iteration. Because changes in the density matrix
become very small near convergence, the iterative Fock approach

Figure 2. Average relative error in final RHF energies versus the
precision threshold. Both minimized and distorted nonequilibrium
geometries for the molecules in Figure 1 are included in averages. Error
bars represent two standard deviations above the mean. The black line
represents the empirical error bound given in eq 4.

Figure 3. Additional molecules used to test the dynamic precision
algorithm.
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allows many additional integrals to be screened. Typically, this
provides an overall speedup between 2� and 3� over the
conventional SCF approach. However, the naïve implementation
of dynamic precision described above causes the iterative Fock
method to converge incorrectly, because each update of the Fock
matrix does not compensate for the precision error of the
previous step.

Rather than abandoning the iterative Fock algorithm alto-
gether, we introduce the following adjustment. When the relative
DIIS error drops below the error bound of the current precision
threshold, the threshold is reduced to provide enough accuracy
for a several orders of magnitude reduction in the DIIS error.
Each time the precision is improved, the Fock matrix is recalcu-
lated from scratch. Between threshold reductions, the faster
iterative Fock update scheme can be safely employed.

’RESULTS

To benchmark our dynamic precision approach, we per-
formed RHF energy calculations on the test geometries pre-
sented above, as well as some larger systems shown in Figure 3.
Table 2 demonstrates the accuracy provided by our dynamic
precision approach. In each calculation, the dynamic precision
method is successful in reproducing the full double precision

results to within the convergence criteria. Furthermore, the
number of SCF iterations required to reach convergence (also
shown in Table 2) is essentially identical between dynamic and
double precision. Finally, the SCF energy difference between
dynamic and double precision remains fairly constant over the
range of test systems, indicating that our empirical error bound is
reasonably calibrated.

Of course, as with full double precision, the energy is expected
to converge more rapidly than properties with first-order wave
function dependence, and the final precision threshold may need
to be stricter than required by eq 4. This is exactly analogous to
the stricter convergence criteria that are routinely used in many
quantum chemistry packages when treating first-order proper-
ties. It should be noted that in the present scheme tightening the
convergence criteria will automatically reduce the final precision
bound. However, a detailed analysis of precision cutoffs suitable
for gradient and other property calculations is left as a topic of
future research.

Table 3 summarizes the performance of our algorithm on two
GPU platforms. On the older Tesla C1060 GPU, dynamic
precision accelerates the SCF calculation by up to 4� over full
double precision. The Tesla C2050 includes a greater proportion
of double precision units, and as a result the performance margin

Table 2. Comparison of Double and Dynamic Precision Final RHF/6-31G Energies (Listed in Hartree)a

double precision dynamic precision

final energy iter final energy iter precision error conv thres

ascorbic acid (minimum) �680.6986413210 16 �680.6986413153 16 5.70 � 10�9 10�7

�680.6986413213 12 �680.6986413898 12 6.85 � 10�8 10�5

ascorbic acid (1000 K) �680.5828947151 17 �680.5828947066 17 8.50 � 10�9 10�7

�680.5828947060 12 �680.5828947665 12 6.05 � 10�8 10�5

lactose (minimum) �1290.0883460632 14 �1290.0883460414 14 2.18� 10�8 10�7

�1290.0883460086 10 �1290.0883459660 10 4.26� 10�8 10�5

lactose (2000 K) �1289.6666249592 15 �1289.6666249614 15 2.20� 10�9 10�7

�1289.6666249365 11 �1289.6666248603 11 7.62 � 10�8 10�5

cyano toxin (minimum) �2492.3971992758 19 �2492.3971992873 19 1.15 � 10�8 10�7

�2492.3971992730 13 �2492.3971985116 13 7.61 � 10�7 10�5

cyano toxin (2000 K) �2491.2058890235 21 �2491.2058890017 21 2.18 � 10�8 10�7

�2491.2058889916 13 �2491.2058886707 13 3.21 � 10�7 10�5

neurokinin A (minimum) �4091.3672645555 19 �4091.3672645944 20 3.89 � 10�8 10�7

�4091.3672645489 14 �4091.3672644494 14 9.95 � 10�8 10�5

neurokinin A (2000 K) �4089.6883762179 21 �4089.6883761946 21 2.33 � 10�8 10�7

�4089.6883760772 15 �4089.6883758130 15 2.64 � 10�7 10�5

nanotube (minimum) �13793.7293925221 24 �13793.7293925323 23 1.02� 10�8 10�7

�13793.7293924922 15 �13793.7293928287 15 3.37� 10�7 10�5

nanotube (2000 K) �13790.1415175662 29 �13790.1415175584 27 7.80 � 10�9 10�7

�13790.1415175332 18 �13790.1415191026 18 1.57� 10�6 10�5

crambin �17996.6562925538 18 �17996.6562926036 18 4.98� 10�8 10�7

�17996.6562925535 12 �17996.6562927894 12 2.36� 10�7 10�5

ubiquitin �29616.4426376594 24 �29616.4426376596 24 2.00� 10�10 10�7

�29616.4426376302 18 �29616.4426376655 18 3.53� 10�8 10�5

T-cadherin EC1 �36975.6726049407 21 �36975.6726049394 21 1.30 � 10�9 10�7

�36975.6726049265 16 �36975.6726048777 16 4.88� 10�8 10�5

ribonuclease A �50813.1471248227 19 �50813.1471248179 19 4.80� 10�9 10�7

�50813.1471247051 12 �50813.1471250247 12 3.20 � 10�7 10�5

a Precision error is taken as the absolute difference between double and dynamic precision energies. The number of SCF iterations required to reach
convergence is listed (iter) as well as the threshold used to converge the maximum element of the DIIS error matrix.
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between double and single precision arithmetic is narrowed.
However, even here, dynamic precision accelerates the overall
energy calculation by a full 2�. Figure 4 compares the wall clock
speedups provided by dynamic, mixed, and single precision over
full double precision calculations on the Tesla C1060 GPU.
Here, mixed precision refers to statically fixing the precision
threshold for the entire SCF procedure at the value prescribed
by solving eq 4 for an error of 10�7 Hartrees. Dynamic precision
consistently outperforms the simpler mixed precision scheme
despite requiring periodic rebuilds of the Fock matrix. More
importantly, dynamic precision consistently provides between 70
and 80% of the performance of single precision while providing
results comparable to full double precision, and this pattern
remains intact even for the largest systems.

In Figure 4, the margin between single and double precision
decreases for the largest systems. This is most likely the result of
the GPU’s finite texture cache. In exchange kernels, density
matrix elements are accessed out of order, and the texture cache
is used to ameliorate noncoalesced memory loads.3 However, as
the system size grows, neighboring threads begin accessing
disparate parts of the density matrix and must be serviced by
multiple texture loads. In the limit of large systems, the non-
coalesced memory access will cause the exchange kernels to be
completely memory bound, and single precision should tend to a
limit 2� faster than double precision owing to its smaller
memory footprint.

’CONCLUSION

We have demonstrated that by dynamically adjusting the ratio
of integrals calculated in single and double precision on the GPU
it is possible to minimize the number of double precision
arithmetic operations in constructing the Fock matrix while still
systematically controlling the error. Exploiting this flexibility, we
have customized our Fock matrix routines for maximum perfor-
mance on the GPU. Our dynamic precision implementation is
able to achieve in excess of 70% of single precision’s performance
while maintaining accuracy comparable to full double precision.
Finally, we have shown that dynamic precision is applicable to
systems of unprecedented size.

The same approach can also be adapted for other hardware
architectures. On traditional CPUs, for example, the use of single
precision arithmetic may improve performance by reducing
memory bandwidth or by enabling use of optimized SSE
instructions. For extremely large systems, the required relative
accuracy may well extend beyond the capacity of double
precision.23 In this limit, the approach outlined above will again
prove useful in systematically improving double precision with a
minimum of higher precision arithmetic operations. A more
comprehensive multiprecision strategy can be easily envisioned,
for example, using single, double, and quadruple precision
evaluation of different ERIs, according to their magnitude.
Furthermore, the same dynamical precision approach can be
applied to the calculation of the Coulomb and exchange opera-
tors in density functional theory, and similar performance gains
will be obtained.

Table 3. Runtime Comparison between Double and Dynamic Precision for RHF/6-31G Single Point Energy Calculations
Converged to a Maximum DIIS error of 10�5 aua

Nvidia Tesla C1060 Nvidia Tesla C2050

double runtime dynamic runtime speedup double runtime dynamic runtime speedup

ascorbic acid 7.65 2.23 3.4 4.43 2.93 1.5

lactose 36.82 9.70 3.8 15.79 8.41 1.9

cyano toxin 352.74 87.66 4.0 156.79 68.44 2.3

neurokinin A 734.61 197.91 3.7 337.68 149.76 2.3

nanotube 4693.99 1716.88 2.7 3042.92 1155.58 2.6

crambin 2754.35 1104.22 2.5 1390.49 762.09 1.8

ubiquitin 29674.48 11833.58 2.5 14997.94 7517.68 2.0

T-cadherin EC1 40936.81 17408.21 2.4 20889.98 10781.42 1.9

ribonuclease A 50092.20 21869.37 2.3
aTimes are given in seconds and represent the wall time of the entire calculation. The hardware platform included dual Intel Xeon X5570 CPUs, 72
gigabytes of RAM, and eight GPUs. Only one GPU was used for the smaller systems (ascorbic acid through neurokinin A) to ensure that it remained
saturated with parallel work. The Tesla C2050 could not treat ribonuclease A at the RHF/6-31G level due to memory constraints.

Figure 4. Speedups for RHF single point energy calculations using
single, dynamic, and mixed precision relative to full double precision
performance. Calculations were run on anNvidia Tesla C1060GPU and
were converged to a DIIS error of 10�7 au. Mixed precision calculations
used a static precision threshold chosen for each system by inverting eq 4
and solving for an absolute accuracy of 10�7 Hartree. Single precision
failed to converge for ubiquitin.
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ABSTRACT:Wedescribe herein a valence bond (VB) study of 27 triply bondedmolecules of the general type XtY, where X and Y
are main element atoms/fragments from groups 13-15 in the periodic table. The following conclusions were derived from the
computational data: (a) Single π-bond and double π-bond energies for the entire set correlate with the “molecular electronegativity”,
which is the sum of the X and Y electronegativites for XtY. The correlation with the molecular electronegativity establishes a simple
rule of periodicity: π-bonding strength generally increases from left to right in a period and decreases down a column in the periodic
table. (b) The σ frame invariably prefers trans bending, while π-bonding gets destabilized and opposes the trans distortion. In
HCtCH, the π-bonding destabilization overrides the propensity of the σ frame to distort, while in the higher row molecules, the σ
frame wins out and establishes trans-bent molecules with 21/2 bonds, in accord with recent experimental evidence based on solid
state 29Si NMR of the Sekiguchi compound. Thus, in the trans-bent molecules “less bonds pay more”. (c) All of the π bonds show
significant bonding contributions from the resonance energy due to covalent-ionic mixing. This quantity is shown to correlate
linearly with the corresponding “molecular electronegativity” and to reflect the mechanism required to satisfy the equilibrium
condition for the bond. The π bonds for molecules possessing high molecular electronegativity are charge-shift bonds, wherein
bonding is dominated by the resonance energy of the covalent and ionic forms, rather than by either form by itself.

I. INTRODUCTION

By the late 19th century, chemists recognized the diversity that
the carbon-carbon multiple bonds bring into organic chemistry,
and this recognition has ushered in the structural theories of
Kekul�e, Couper, and others, which eventually led to the devel-
opment of an electronic theory of bonding by Lewis.1 Ever since
this successful chapter was opened, attempts have been made to
create heavier main group analogs, for example, Si-Si double
and triple bonds etc. The first attempts to synthesize compounds
containing doubly bonded silicon proved, however, unsuccessful
and led instead to cyclic oligomers or polymers containing only
single covalent bonds.2 Such failures have led to the formulation
of the “Double Bond Rule”, which stated that elements having a
principal quantum number greater than 2 (n > 2) should not be
able to form πnp-np bonds among themselves or with other
elements.3 For some years, this rule was consensual in the
scientific community.

Theory has provided the rationale for the intrinsic weakness of
these πnp-np (n > 2) bonds. An initial qualitative idea,4 that the
weakness of these bonds was due to weak np-np overlaps (n >
2), was soon refuted by Mulliken,5 who suggested that the rarity
of these bonds is due to the larger π and σ bond strength
differences in third and higher periods, leading to predominance
of σ-bonded species. Later, Kutzelnigg6 has shown that, in fact,
the propensity for π-bonding in second row elements is the
exception, because these atoms lack core p orbitals, so that the 2p
orbitals remain compact and result in short σ bonds. These short
bond lengths, in turn, favor the π-type overlaps, leading to strong
π bonds with a significant overlap population (bond orders etc).

On the other hand, np AOs of higher-row atoms develop a radial
node to avoid the repulsion with the core (n- 1)p AOs and are
hence more diffuse than the ns AOs. This generally increases the
bond lengths relative to second-row atoms, and while this
lengthening does not affect the σ-type overlaps, it diminishes
the π-type overlaps. Consequently in higher-row elements, σ
bonds become stronger than π bonds, and multiply bonded
molecules become rare. Thus, quantum chemistry provides
theoretical grounds for the difficulties in making multiple bonds
beyond second-row atoms, as formulated in the “Double Bond
Rule”.

As history shows, the formulation of rules, in fact, intensifies
the search for cases that break the very same rules. Indeed, the
attempts to probe the limits of the “Double Bond Rule” have
generated a missionary search after π-bonded elements from the
third period of the periodic table and onward, and these efforts,
which rose sharply in the 1980s, are still going strong and
progressing to quintuple and sextuple bonding in transition
metals.7

Already in the 1960s and 1970s, it became evident that despite
the consensual acceptance of the “Rule”, transient species con-
taining SidC and SidSi double bonds do exist. In 1981, the Rule
was finally broken when the isolation of stable compounds
containing PdP,8 SidC,9 and SidSi10 bonds was announced,
which were sterically protected by bulky substituents. This
strategy was used to create many more molecules containing

Received: December 23, 2010
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double bonds between heavy main-group elements, and today
almost all of the elements in periodic groups 13-16 are a part of
the doubly bonded molecular family.11,12

The next challenge was making triple bonds, which constitute
the focus of the present paper that aims to outline the patterns of
the triple bonds in the periodic table of the main elements. Thus,
while the research of heavy main-group doubly bonded mole-
cules flourished, analogous triply bonded molecules posed a
more difficult challenge. Phosphaalkynes, with a PtC triple
bond, make up one group of compounds that are well-known and
characterized13 and could be made since they do not require
extremely large substituents, presumably because the PtC bond
is relatively strong. Thus, HCtP can be kept for long periods of
time at room temperature under reduced pressure,14 and t-Bu-
CtP is the first stable such molecule.15 The disulfur cation
S2I4

2þ, isolated in S2I4(MF6)2 salts (M = As or Sb), was reported
to possess a bond order between 2 and 3, according to experi-
mental data and theoretical models.12 But sulfur and phosphorus
are exceptions, and all other heavy main group elements require
very bulky substituents in order to create the triple bond.

Let us then follow with a short summary of these experimental
efforts in groups 13 and 14:

The molecule OCBBCO, presumably with a BtB bond, was
spotted in reactions of B atomswithCO conducted in solid argon.15

However, no stable compound of the form [R-BtB-R]-2

could be prepared, and the reduction of RBX2 compounds with
bulky R ligands has led to insertion products of RB into C-H or
C-Cbonds.16On the other hand, the reduction ofGaCl2C6H3-2,6-
Trip2 with sodium metal produced Na2[GaC6H3-2,6-Trip2]2,

17

but experimental and theoretical17b,18 evidence showed that
the bond order is smaller than three. The geometry around the
GatGa triple bond is trans-bent. No evidence for similar com-
pounds for Al, In, or Tl was reported. Compounds with triple bonds
between a group 13 atom and a group 14 or 15 element are
restricted to the lightest atoms, like [R-BtC-R0]-, which was
argued to have partial triple bond character,19 and R-BtN,14

whose triple bond is slightly weaker than the corresponding
CtC bond.

Among the 14 group elements, stable heavier analogs of
ethyne became known only recently.20-23 The first reports
appeared in 1999 about the formation of HCtSiCH3,
HCtSiCl, and H3CSitSiCH3, but the evidence for these
transient species was not conclusive. In 1999, Karni et al.
reported20 the first RCtSiX (X = F, Cl) molecules, characterized
by means of neutralization-reionization (NR) mass spectro-
metry. Theoretical calculations20 demonstrated that these
RCtSiX species were detectable, since the barriers for isomer-
ization to the XHCdSi species were too high relative to the
energy of the neutral vibrationally excited compound. Initial
theoretical ideas for the formation of SitSi triple bonds focused
mainly on the use of bulky R3Si

21 or the use of bulky aryl
groups.22 In 2004, the first stable compound with a SitSi

bond (Scheme 1a) was isolated and fully characterized by
Sekiguchi et al.,23 who characterized it as a triple bond based
on its structure, UV-vis spectrum, and calculated bond order
of 2.6.24

It is seen, from Scheme 1a, that the triple bond is protected by
very large substituents, larger than the mesitylene groups used by
West to protect the doubly bonded SidSi compound.10,11

Despite the steric protection, the SitSi triple bond in the
isolated molecule easily undergoes addition reactions with
halogens. As seen from the scheme, the SitSi bond length is
only slightly shorter than SidSi (by 3.8%), and like the latter
and its heavier analogs with SndSn and PbdPb bonds,25-27

here too the SitSi bond is trans-bent. This is obviously in
contrast with the linear structure of the acetylenes RCtCR0
molecules.

In 2001, the formation of germyne, ArGetCSiMe3, with a
triple bond between germanium and carbon, was reported by
Bibal et al.,28 as an intermediate that was trapped by alcohol
solvents. This success was followed by a flurry of triply bonded
heavier analogs of the Sekiguchi compound. From the
structures29-34 of these R-EtE-R0 compounds (E = Ge, Sn,
and Pb), it became apparent that they undergo a transition
between triply and singly bonded motifs, as shown in Scheme 1b.
Thus, Power and his co-workers29 prepared R-EtE-R0 com-
pounds of E = Si, Ge, Sn, and Pb with formal triple bonds and
found that, with the exception of E = Pb, the E-E distances (and
REE angles) fell in the range expected for bonds with a bond
order between 2 and 3. The molecule with E = Pb, was much
more bent (with an RPbPb angle ∼94�) with a bond order of 1,
hence resembling more a singly bonded Pb-Pb with lone pairs
on the Pb centers (see Scheme 1b). Furthermore, the Sn
compound showed sensitivity to the size and nature of R and
R0 and, with increased steric bulk around Sn, gave a highly
bent (RSnSn angle ∼99�) and singly bonded structure.29d

These findings confirmed earlier theoretical predictions32a-c

that the triply and singly bonded forms of REER0 are not too
far in energy.

Thus, while all these R-EtE-R0 compounds are trans-bent
like the Sekiguchi compound shown in Scheme 1a, the bending
angle is variable, as in Scheme 1b, and this makes the nature of the
E-E bonding uncertain and hence vividly debated.30-34 A
recent solid state 29Si NMR experimental and theoretical study
of the chemical shift tensor and chemical shift anisotropy35 shows
that, despite the bending, the SitSi bond in the Segikuchi
compound is a “genuine triple bond composed of a σ-bond and
two non-degenerate π-bonds”. Accordingly, our focus on group 14
will be to understand the nature of the EtE triple bond (E = Si
and Ge) and the driving force for its bending, as in the Sekiguchi
compound, while refraining from those compounds (E = Sn and
Pb) which may undergo a complete transformation to the singly
bonded structure (Scheme 1b).

As was mentioned already, phosphoalkynes with CtP bonds
exist.13 One example of arsaalkynes has been structurally char-
acterized, Mes-CtAs (Mes = mesityl). To the best of
our knowledge, no other evidence of stable nitrile analogs has
been reported yet, and N2 is the only stable homonuclear
molecule with a NtN triple bond. The corresponding heavier
elements’ analogues were obtained in the vapor phase. Phos-
phorus-nitrogen analogues of diazonium salts are also known.14

Chemists, in fact, keep turning to more candidates,29e like
the CtS triply bonded molecule, recently made by Schreiner
et al.36

Scheme 1. (a) The Segikuchi Compound and (b) Transition
between Two Bonding Motifs in REER0
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All in all, chemistry has by now a considerable family of triply
bondedmolecules with atoms belonging to third- and fourth-row
periods, and this poses a great opportunity to generalize the
nature of the triple bond in main elements, with respect to the
following two features: The first is the intrinsic strength of the π
bonds of the triple bond and the variation of this strength with
the identity of the atoms that participate in bonding. And the
second is the driving force for the distortion from linearity. Our
approach is based on VB theory and is a continuation of a
preliminary study,37 which demonstrated that HCtSiH and
HSitSiH have 2.5 bonds, and they undergo trans bending since
this deformation strongly enhances the σ bonding. The same
conclusion was recently reached by Landis and Weinhold, based
on natural resonance theory (NRT) calculations, leading to bond
orders of 2.38-2.79 for HEEH (E = Si, Ge, and Sn).34 As such, in
the first part of the paper, we determine the intrinsic π-bond
strength of the linear molecules and compare its dependence on
the bonded atoms. Are the intrinsic π bonds weak? Strong? And
how does this quantity vary in the periodic table. Subsequently,
we intend to establish the origins of the deviation from linearity:
Are these the π bonds or the σ frame which determine the
tendency to distort? And how does this propensity vary with the
nature of the “triply-bonded” atom?

The VBmethod is chosen here because it enables us to achieve
these goals with a good measure of lucidity. Thus, in the VB
approach, it is possible to achieve a neat separation of the σ frame
and the π bonds in the molecular wave function, so that π-bond
strength and their tendencies can be studied separately from the
σ frame.37,38 As much as possible, we shall relate our results to
other theoretical interpretation of these issues.

To this end, we selected a sufficiently large stock of 27 triply
bondedmolecules of the general formHnXtYHm (n,m = 0, 1; X,
Y = B-, C, N, Al-, Si, P, Ga-, Ge, and As), which will enable us to
draw some generalities. We know that many of these molecules
are not linear and that HSiSiH is in fact doubly bridged7e and not
simply bent. Still, we shall use them as linear ones, in order to
establish the intrinsic bond energies for one of the twoπ bonds, Dπ,
as well as for the total π system, D2π, in the triple bonds. Having
this stock of data will enable us to draw useful correlations of the
intrinsic π-bonding energy with fundamental properties of the
triply bonded atoms. We shall subsequently analyze the driving
force for the trans-bending in the third and fourth row molecules
as opposed to the linear bond in acetylene, and other second-row
molecules. As shall be seen, many of these triply bonded
molecule have a strong charge-shift character,39 and the total
π-bonding energy correlates well with the sum of the electronegativ-
ities of the two bond constituents rather than with the electro-
negativity differences.38a,39b,39c Furthermore, in line with our
previous findings, we shall demonstrate that invariably, within
our σ-π separation, the driving force for bending in the heavier
elements40 is the strengthening of the σ bonding, which over-
comes the intrinsic tendency of the π bonds to maintain a linear
geometry, with the strongest possible π bonding. Thus, π
bonding in heavy elements is a story of nonclassical features,
when “less bonds pay more”,37 and when bonds may not be
classical covalent even if they look like it.

II. THEORETICAL APPROACHES AND METHODS

A. A Valence Bond Approach to Intrinsic Bond Energies.
The VB wave function (ΨVB), for a given number of electrons in
a given set of atomic orbitals (AOs) or hybrid atomic orbitals

(HAOs), is expressed as a linear combination of all of the VB
structures (Φi) that can be generated by distributing the
electrons in the AOs/HAOs so as to form a complete and
linearly independent set, as expressed in eq 1:

ΨVB ¼ ∑
i
CiΦi ð1Þ

The set {Φi} is referred to as the VB-structure set.41 For the
simplest case, wherein we consider a single π bond between the
triply bonded X and Y, the VB-structure set consists of one
covalent and two ionic structures, as shown in Scheme 2. Note
that the covalent structure itself involves a combination of two
spin-arrangement patterns (Rβ and βR), and the resonance
between these two structures stabilizes the covalent wave func-
tion by the spin-pairing energy, Dcov.
In the case of two bonds, like the two π bonds in triply bonded

molecules, we have four electrons that are distributed in four AOs
in all possible manners, thereby yielding a VB-structure set with
20 structures. The key ones are shown in Scheme 3, while the rest
can be found in the Supporting Information (SI) document
(Scheme S1). Two of these VB structures are fully covalent and
are shown in Scheme 3, as 1 and 2. Compound 1 corresponds to
the perfectly paired structure, while 2 pairs up the electrons on
the fragments. Clearly, 2 is expected to be much less important
than 1. There are also four monoionic structures, 3-6, which are
generated from 1 by shifting one electron to the left or right in a
single plane, either in xz or in yz, by analogy to Scheme 2 for a

Scheme 2. Covalent and Ionic Structures for a π Bond and
the Two Spin Arrangement Patterns Involved in Φcov

Scheme 3. Covalent and Monoionic Structures for Two π
Bonds
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single bond. Other conceivable monoionics, which have the
positive and negative charges in different planes, e.g., shifting
electrons in 2 from px to py, are not used since they are prohibited
by symmetry to mix into the wave function. In addition, there are
six di-ionic structures that can be generated from the monoionics
by shifting the electrons of the covalent bonds either to the left or
to the right. These dionics make a very small contribution to the
wave function, due to their high energy, and are therefore not
shown in Scheme 3. Altogether, the VB wave function of the two
π bonds is a linear combination of these 12 VB structures.
Generally speaking, whenever the covalent structure has the

largest weight, which is the case in all of the molecules studied
here, the bonding energy for a single bond or for a double or
triple bond is given by the general eq 2:

BDE ¼ BDEcov þ REcov-ion ð2Þ

Here, the total bonding energy BDE is a sum of the covalent spin-
pairing energy, BDEcov, and the covalent-ionic resonance en-
ergy, REcov-ion, due to the mixing of the ionic structures into the
covalent one(s).39,41 Both quantities are variational within the
corresponding subset of VB structures.
Determination of the Bonding Energies. For a single σ bond,

one can easily determine the thermochemical bonding energy, as
a difference between the molecular energy and the energy of the
two dissociated radical fragments at infinity. However, for multi-
ply bonded molecules, we cannot dissociate only the π bonds,
and therefore, the thermochemical π-bonding energy cannot be
determined directly. One could of course dissociate the triple
bond into two fragments, e.g., 2HSi for HSitSiH, and determine
the total bonding energy BDE2πþσ for the entire triple bond.

37

However, even then there is no clean way of separating the σ and
π quantities of this BDE2πþσ quantity. Additionally, the thermo-
chemical quantity involves considerable energy terms due to
reorganization energies of the fragments, which in the example of
HSi, involves large demotion energy from the 4Σ- state in the
molecule to the 2Π state in the fragment.29d,30,32b,32h,37,40b

Consequently, the BDE2πþσ quantity does not reveal the
strength of those bonding interactions that are of interest here.
As we have shown amply before,41,42 these difficulties can be

bypassed by defining a nonbonded reference state, in which all the
π bonds are decoupled, and then determine the in situ π-bond
energies as the difference between the energy of the bonded
molecule relative to the nonbonded reference energy, EQC. This
reference nonbonded state is the quasi-classical state, ΨQC,π

shown in Figure 1, when a single π bond is decoupled as in (a)
and ΨQC,2π when two π bonds are decoupled as in (b).37,41,42

In ΨQC,nπ (n = 1, 2) in Figure 1, the electrons of a given π
bond have only one spin arrangement pattern (only Rβ), and
therefore this structure by itself has no bonding, which arises only
due to the resonance with the second spin arrangement pattern
that is required to form a singlet pair (see Scheme 2). As such, the
interactions across the π bonds inΨQC,nπ involve only classical
electron-electron repulsion, nuclear repulsion, and electron-
nuclear attraction, and since the fragments are neutral, these
terms sum to approximately zero.6,41,42 In the case of a single π
bond, as in Figure 1a, there is only one QC state, which serves as
the reference. However, in the case of the two π bonds, in
Figure 1b, there are two such reference states, ΨQC,2π and
Ψ0

QC,2π, which differ in the intrafragment spin relationship of
the electrons in the mutually perpendicular p atomic orbitals
(AOs) of the two fragments. Thus, inΨQC,2π, the two electrons
on either fragment have the same spin, and hence, the X/Y
fragments enjoy exchange stabilization. On the other hand, in
Ψ0

QC,2π, these electrons have opposite spins, and hence, this
state is higher. To appreciate the need for these two states, we
recall that upon spin-pairing of the two π bonds as inΦcov,2π in
Figure 1b, the spin in each AO will be 50% R and 50% β, and
hence the proper reference state is the one having an average
energy of the twoQC states, EQC,av, which takes into account this
averaged spin situation. Therefore, we can determine the in situ
π-bond energies as a difference between the energies of the
complete VB wave function ΨVB and the QC state, as follows
in eq 3:

Dnπ ¼ Dcov, nπ þ REcov-ion; n ¼ 1, 2 ð3aÞ

Dcov,π ¼ EQC þ Ecov,π , n ¼ 1 ð3bÞ

Dcov, 2π ¼ EQC, av þ Ecov, 2π , n ¼ 2 ð3cÞ
Here, the quantities referring to the in situ bonding energies are
labeled as D, to distinguish them from thermochemical bonding
energies (BDE) that are usually calculated by taking the
fragments apart.
In situ Bond Energies and Driving Force for Bending. As we

outlined in the Introduction, in order to make meaningful
comparisons across the periodic table and to retrieve trends in
π bond energies, all the molecules in the study were calculated at
their linear geometries, although some of the molecules of the
form H-XtY-H are of trans-bent geometries in their global
minimum.29-37 It should be emphasized that the linear geome-
tries of those bent molecules are not random points on the PES
but represent a saddle point of the second order. The establish-
ment of intrinsic π-bond energies was then followed by deter-
mining the π-bond energies in the bent geometries and
elucidating the driving forces for the distortion. Thus, the
distortion energies of the σ frame were determined by calculating
ΨQC,2π andΨ0

QC,2π at the linear and the trans-bent geometries.
Similarly, calculatingDπ for each of the π bonds in the linear and
bent geometries provides the π propensity for distortion. It is
important to point out one caveat, namely, that the σ and π
components in the bending plane actually mix and, hence, are not
pure components. However, the variational optimization of the
orbitals shows that even in the bent structures the σ frame and π
bond retain these dominant characters and are in good accord
with the conclusions of Kravchenko et al.35 on the basis of solid

Figure 1. Definition of in situ π-bond energy and its contributing
components based on the quasiclassical state (QC) reference (a) for one
π bond and (b) for 2π bonds.
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state 29Si NMR of the Sekiguchi compound. Therefore, the same
set of VB structures is used in the present work for the VB
description of linear as well as trans-bentmolecules. The validity of
this choice of VB structures is further established later in the text.
An important point to note is that the QC state remains

nonbonding only at distances equal to or longer than the optimal
bonding distance43a but becomes repulsive at shorter distances
and therefore ceases to be a good reference state for gauging the
in situ bonding energy. Accordingly, the method can be applied
for the π components of multiple bonds but will be much less
accurate for the σ component, since at a length of 1.25 Å the σ
bond is highly “compressed” relative to the optimal distance for a
single σ bond (∼ 1.50 Å for a C-C σ bond between sp hybrids).
Thus, the in situ bonding energies for the σ bonds will be
estimated by a different mean, as will be detailed below.
B. Analysis of the VB Wave Functions. The weights, wi, of

the VB structures in the total wave function were determined by
two methods. The first is the Coulson-Chirgwin method, which
is the VB equivalent of the Mulliken population analysis, in
eq 4:44a

wi ¼ c2i þ ∑
j
cicjSij ð4Þ

The second is the inverse overlap method44b in eq 5:

wi �
jcij2

ðS-1Þii
;∑

i
wi ¼ 1 ð5Þ

In both equations, the Sii or Sij terms are overlaps of VB
configurations and ci is the coefficient of the ith VB structure in
the wave function. Since the two methods gave very similar
results, the following text shows only the Coulson-Chirgwin
weights, while the inverse weights are relegated to the Supporting
Information (Table S1).
C. Computational Methods and Software. The linear geo-

metries of all structures in the study were optimized by CCSD-
(T)/6-31G* calculations. All CCSD(T) calculations were
performed with the Gaussian 03 package.45 VB calculations were
performed on the optimized linear CCSD(T)/6-31G* geome-
tries using the XMVB-0.1 package46 with the same basis set.
The VB methods used in this study are VBSCF and BOVB. In

both methods, the orbitals are divided into two sets: an active set,
made of the orbitals involved in the π central bonds, and an
inactive set, involving the remaining orbitals. Core orbitals were
excluded from VB calculations. The active π orbitals are AOs or
HAOs, while the inactive orbitals are doubly occupied molecular
orbitals. All orbitals, active and inactive, are variationally opti-
mized to minimize the energy of the ground state. Only active
orbitals are kept strictly localized in the VB sense, while the
inactive ones are allowed to freely delocalize. While in VBSCF47

all (12) VB structures share the same set of orbitals, in BOVB,48

each structure in the wave function has its own orbital set. This
allows fluctuations in the size and shape of each set of orbitals due
to local charge distribution in the different VB structures, thus
introducing the incremental dynamic electron correlation, dur-
ing bonding, into the wave function. The BOVB method was
proved to be suitable for calculations of dissociation energies.39b

III. RESULTS AND DISCUSSION

The various data are displayed in tables that are arranged in a
matrix form, in order to highlight the trends as both atoms move
from left to right and up and down the periodic table. Eachmatrix

is divided into submatrices, corresponding to rows of the periodic
table for atoms X and Y. In the 2,2 group, X and Y are both
second row atoms; in 2,3, X is second row and Y is a third row
atom; and so on. In order to compare triply bonded to bent
HXYH structures, the ionic configurations, X-, of atoms B, Al,
and Ga are taken, so that they can make triple bonds while being
bonded toH substituents. The other atoms are neutral. Atoms C,
Si, and Ge also have H substituents, while N, P, and As do not. In
all tables in the following discussion, all of the molecules are
labeled as XtY, without implicit inclusion of the hydrogen
substituents or of the formal negative charges.
Geometries. The CCSD(T)/6-31G* optimized geometries

of all of themolecules are shown in Figure 2 and Table 1. Figure 2
shows the fully optimized geometries for the molecules involving
B, Al, Ga, C, Si, and Ge atoms, which are the only molecules in
this study that can undergo trans-bending. All of these molecules,
with the exception of HCCH, are more stable in the trans-bent
conformation than in the linear one. To get a bent geometry for
HCCH, the HCC angle was fixed to the same value as the HSiSi
angle inHSiSiH, and the CC bond length was optimized with this
constraint. This enables us to estimate the CC bond lengthening
due to bending.
Table 1 summarizes the data for the linear molecules. The

trans bending lengthens the XtY distance in all cases, by widely
different increments in the range 0.02-0.21 Å, where the
maximal values correspond to the highest row combinations.
The same trend is observed in the bending angles.
The origins of the distortion will be discussed in the end; right

now, let us inspect the trends in the XtY distance for the linear
molecules, as summarized in Table 1.
Table 1 shows the expected grouping of the bond lengths

based on the location of the X and Y atoms in the periodic table.
Molecules in the group (2,2) have the shortest XtY bond, while
a sharp increase in the bond lengths is observed when moving to
groups (2,3) and (2,4). The longest bond lengths are found in
(3,3), (3,4), and (4,4), in agreement with the increased atomic
size as one goes down the rows of the periodic table. Additionally,

Figure 2. CCSD(T)/6-31G* optimized geometries for trans-bent
molecules (distances in Å, angles in degrees). The bond lengths of the
linear molecules are given in parentheses. The HCC angle in the trans-
bent HCtCH was fixed as in trans-bent HSitSiH while the CC
distance was optimized.
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within each group, the bond lengths decrease generally upon
moving from left to right in the periodic table (e.g., descending
diagonals in each group). The exception is AstAs, which
possesses a longer bond compared with GetGe.
In general, these CCSD(T)/6-31G* bond lengths are in good

agreement with the triple bond covalent radii, calculated by
Pyykk€o at al.49 These trends are expected since the XtY bond
lengths are determined mainly by the underlying σ bonds, which
shrink along with the atomic radius from left to right of the

periodic table due to the increase in electronegativity values.
However, it is notable that within each period, moving from
column 13 to column 14 (B-fC, Al-fSi, Ga-fGe) results in
strong bond shortening, while the shortening is much less
significant on transit from column 14 to column 15 (CfN,
SifP, GefAs). One explanation is that the molecules with X,Y
being B-, Al-, and Ga- bear adjacent negative charges, which
repel each other and tend to lengthen the triple bond. However,
this electrostatic effect only concerns column 13 of the periodic

Table 1. CCSD(T)/6-31G* XtY Optimized Bond Lengths (in Å) for Linear Molecules

group
2 3 4

X/Y B- C N Al- Si P Ga- Ge As

2 B- 1.492

C 1.218

N 1.172 1.120

3 Al- 1.906 2.322

Si 1.609 1.597 2.001

P 1.558 1.513 1.984 1.921

4 Ga- 1.895 2.294 2.280

Ge 1.681 1.691 2.054 2.051 2.110

As 1.675 1.650 2.087 2.035 2.151 2.143

Table 2. BOVB/6-31G* Calculated Weights of Covalent and Ionic Structures for a Single π-Bond in Triply Bonded XtY
Moleculesa,b

group
2 3 4

X/Y B- C N Al- Si P Ga- Ge As

2 B- 0.681

0.159

C 0.638

0.181

N 0.631 0.625

0.206 0.188

0.164

3 Al- 0.649 0.723

0.290 0.139

0.060

Si 0.659 0.654 0.665

0.168 0.132 0.167

0.173 0.214

P 0.652 0.652 0.657 0.661

0.188 0.159 0.218 0.169

0.159 0.189 0.125

4 Ga- 0.650 0.717 0.707

0.275 0.120 0.146

0.075 0.163

Ge 0.659 0.659 0.667 0.663 0.668

0.173 0.134 0.177 0.132 0.166

0.169 0.208 0.155 0.205

As 0.650 0.662 0.660 0.669 0.667 0.677

0.196 0.166 0.224 0.172 0.214 0.162

0.144 0.172 0.115 0.159 0.119
aThese are Coulson-Chirgwin weights (eq 4). b In each cell, the topmost value in bold corresponds to the weight of the covalent structure. The other
values for the ionic structures are polarized in the directions XrY (italics) and XfY (regular font).
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table and does not explain the GetGefAstAs lengthening,
instead of the expected shortening. Here, another effect must be
taken into account, the lone pair bond weakening effect
(LPBWE) discovered by Sanderson50 several decades ago. The
LPBWE is due to overlap repulsion between the electrons of the
lone pair(s) and the electrons that are coupled to a σ bond. As
such, the LPBWE weakens the covalent coupling in the σ bond,
resulting in bond lengthening. Since atoms of column 15 bear a
lone pair while those of column 14 do not, the LPBWE explains
the small bond shortenings from group (3,3) to group (4,4) and
the GetGefAstAs lengthening. We shall revisit this
effect later.
Weights of the Covalent and Ionic Components of the π

Bonds. Table 2 collects the BOVB/6-31G* computed weights
of the covalent and ionic structures for a single π bond. It is seen
that all of the bonds have dominant covalent characters. More-
over, as a general rule, bonds in the third and fourth rows are
slightly more covalent than those of the second row. In each cell
in the table, the covalent weight is the largest for group 13 and the
smallest for group 15 (with, once again, an exception for
GetGefAstAs). The behavior is similar when the two π
bonds are considered, but since there are more structures, we
relegate the data to the Supporting Information (Table S.2).
Note that the VB structure in which both π bonds are covalent
remains the predominant one, even if its weight may be inferior
to 50% (as a natural consequence of the fact that the total number
of VB structures is larger in the two-bond VB description than in
the single-bond one).
In situ Bonding Energies for the π Bond. Table 3 displays

Dπ and Table 4 displays D2π values calculated at the BOVB/

6-31G* level. The VB computed D2π values are in good
agreement with the trends calculated for group 14 by Frenk-
ing et al. using an energy decomposition method.32b An
interesting relationship between the Dπ and D2π values is
projected in Figure 3, which plots one over the other. It is
seen that the slope of the correlation is close to 2, which
means that the two π bonds behave approximately as two
independent bonds, which in turn shows the self-consistency
of the VB results.
Turning back to Tables 3 and 4, we note a few interesting

patterns. As expected, the bond energy decreases down a column
of the periodic table, with the unique exception of GatGa being
slightly stronger than AltAl. The steepest decrease occurs in

Table 3. Dπ Bond Energies Calculated at the BOVB/6-31G* Level of Theory

group
2 3 4

X/Y B- C N Al- Si P Ga- Ge As

2 B- 45.69

C 92.25

N 106.87 124.18

3 Al- 34.12 20.22

Si 57.32 59.68 43.93

P 65.48 71.32 46.59 51.29

4 Ga- 34.76 20.77 21.16

Ge 53.51 53.69 40.87 43.17 38.08

As 56.64 59.52 41.77 45.19 38.84 40.06

Table 4. D2π Bond Energies (in kcal/mol) Calculated at the BOVB/6-31G* Level of Theory

group
2 3 4

X/Y B- C N Al- Si P Ga- Ge As

2 B- 94.68

C 185.15

N 212.65 242.81

3 Al- 77.40 44.78

Si 117.38 127.90 90.35

P 131.89 142.91 97.91 102.80

4 Ga- 74.17 46.44 47.80

Ge 108.82 117.23 84.48 86.80 78.99

As 113.45 119.33 88.26 91.16 82.32 81.14

Figure 3. A plot of BOVB/6-31G* computed Dπ and D2π values.
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going from the second- to the third-row bond, and thereafter the
decrease is moderate. Another clear tendency from both Tables 3
and 4 is a strengthening of the π bond(s) as one moves from left
to right in a given period, hence suggesting a relationship
between bond strength and electronegativity. A comparison of
Tables 3 and 4 with Table 1 also shows a relationship between π-
bonding strength and interatomic distance: the shorter the bond,
the stronger. These trends are summarized in Figure 4: Figure 4a
shows that there is a linear correlation between the D2π values
and the inverse of the squared XtY bond lengths. Actually, these
latter quantities are related to electronegativities if one uses the
definition of Allred and Rochow51 for the electronegativities of

atoms, eq 6:

χ � Zeff=R
2 ð6Þ

Here, R is the atomic radius and Zeff is the effective nuclear
charge of the atom in question.51 By this definition, the electro-
negativity measures the attractive force of the nuclei on the
valence electrons. Extending this reasoning, one would deduce
that the larger the electronegativity, the stronger the force
exerted on the valence electrons of a neighboring atom and the
stronger the bond between the two atoms. It is therefore logical
to expect a correlation between the Dπ or D2π values with the

Figure 4. Plots of BOVB/6-31G* Computed D2π values against (a) the 1/RXY
2 values of the XtY molecules and (b) the molecular electronegativity,

χX þ χY, for the set of 27 molecules. (c) The same plot as (b) but restricted to the homonuclear bonds.

Table 5. The Dcov,2π Portions (in kcal/mol) of D2π due to the Covalent VB Configuration, Φcov

group
2 3 4

X/Y B- C N Al- Si P Ga- Ge As

2 B- 60.89

C 106.27

N 115.33 129.69

3 Al- 35.52 28.51

Si 60.67 53.71 49.40

P 65.59 65.53 46.40 47.71

4 Ga- 36.84 28.75 28.92

Ge 56.09 48.50 47.52 45.41 44.53

As 56.71 52.32 42.50 42.71 40.66 37.87
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sum of electronegativities of X and Y, i.e., the “molecular
electronegativity”. Such a correlation is indeed observed for the
whole set of 27 molecules under study (Figure 4b), with a better
correlation coefficient (0.92) when the homonuclear bonds are
considered alone (Figure 4c).
Such a correlation between in situ π-bond strengths and

molecular electronegativity had already been mentioned by
some of us in a study of double bonds in the second and third
rows.38a,39 In σ bonds, the same trend is observed from Li-Li to
C-C but breaks down from N-N to F-F. This irregular
behavior is due to the LPBWE discussed by Sanderson50 and
already mentioned above. The LPBWEweakens the σ bonds but
has no direct effect onπ bonds. Indeed, if the LPBWE is removed
in model calculations, the so-estimated “unweakened” σ bonds
show the expected linear increase from Li-Li to F-F.52 Thus,
the linear correlation shown in Figure 4 for π bonding energies
with molecular electronegativity represents a physically mean-
ingful relationship, which in σ bonds applies only to the
hypothetical “unweakened” bonds.52

Components of the π-Bonding Energies. In eq 3a, above,
the total bonding energy D2π for the two π bonds was expressed
as a sum of two components, the Dcov,2π component and
REcov-ion, the covalent-ionic resonance energy. These quantities
are collected in Tables 5 and 6.
TheDcov,2π values in Table 5 among the different groups show

nearly the same trends as theDπ andD2π values. The strengths of
the covalent interactions generally decrease as one moves down
the periodic table, especially from the second row to the third
row. On the other hand, the Dcov,2π values for the homonuclear
bonds increase in each group as one goes from left to right of the
periodic table. As we argued above, this trend follows the order of
molecular electronegativities, which in turn reflect the attractive
force of the nuclei on the valence electrons (vide supra, eq 6).
There are however two exceptions, the decrease of Dcov,2π from
GetGe to AstAs and from SitSi to PtP. Here, we recall that
the AstAs bond was found to be longer than the GetGe one
(Table 1), as a consequence of the lengthening effect of the
LPBWE on the σ bond in AstAs. This, together with the fact
that the π orbitals are necessarily more compact in As than in Ge
easily explains that the covalent interaction is weaker in AstAs
than in GetGe. Thus, the AstAs exception in the trends of
homonuclear bonds in Table 5 is an indirect consequence of the
LPBWE on the σ bonds. The same kind of explanation holds for
the unexpected decrease of Dcov,2π from SitSi to PtP.
Table 6 shows the REcov-ion values, due to the mixing of the

ionic structures into the covalent structures, obtained at the

BOVB/6-31G* level. An inspection of Table 6 shows that unlike
Pauling’s scheme,53 wherein it is assumed that for homonuclear
bonds REcov-ion= 0, the present BOVB calculations show that
these bonds possess very large covalent-ionic resonance ener-
gies, and the same is true for many of the other bonds in Table 6.
Figure 5 demonstrates that the molecular-electronegativity

values (χXþ χY) nicely organize the REcov-ion quantities for all 27
bonds. By contrast, the plot against the electronegativity differ-
ence, χX - χY, has a very poor correlation (r

2 = 0.17, see Figure
S1). Once again, this result is not in accord with the Pauling
scheme,53 wherein the REcov-ion values are determined solely by
the electronegativity differences.
The correlation of REcov-ion with the molecular electronega-

tivity is a fundamental relation, which is associated with the
mechanism of bonding. When atoms (fragments) enter into
bonding, their orbitals shrink. This shrinkage lowers the potential
energy (V) of the atoms (fragments) but raises much more
steeply their kinetic energies (T),43 and this disrupts the virial
ratio T/V which has to be -0.5 in equilibrium. As such,
resonance energy is required to lower the kinetic energy and
restore the equilibrium T/V ratio. When the orbitals are to begin
with quite compact, as in electronegative atoms, orbital shrinkage
causes too much of a kinetic energy increase, and this is further
aggravated when the atoms (fragments) bear lone pairs, which
raise the kinetic energy due to Pauli repulsion between them and
as well as with the bonding electron.What lowers the kinetic energy

Table 6. The Covalent-Ionic Resonance Energy Components of D2π, in kcal/mol

group
2 3 4

X/Y B- C N Al- Si P Ga- Ge As

2 B- 33.79

C 78.88

N 97.32 113.12

3 Al- 41.88 16.27

Si 56.71 74.19 40.95

P 66.30 77.38 51.51 55.09

4 Ga- 37.33 17.69 18.88

Ge 52.73 68.73 36.96 41.39 34.46

As 56.74 67.01 45.76 48.45 41.66 43.27

Figure 5. A plot of REcov-ion vs the molecular-electronegativity value of
the bond constituents.
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and restores the virial ratio to its equilibrium value is the covalent-
ionic resonance energy due to the admixture of the ionic structures into
the covalent structure; the more compact the atoms and the more
lone pairs they have, the larger the resonance energy39a that is
required to restore the virial ratio. It follows that the molecular
electronegativity, which is associated with either orbital compact-
ness or the presence of lone pairs or both, favors large covalent-
ionic resonance energies. This tendency, which has been demon-
strated for single bonds,39e has also been seen to be valid for theπ
components of double bonds.38a

Figure 6 shows diagrammatically the total π-bond energy, and
its breakdown into covalent and resonance energy contributions
for both Dπ (right side) and D2π (left side). It is apparent that,
whether for one-bond or for two-bond calculations, the quantity
REcov-ion is always significant, and in about half of the bonds, it is
either close to or more than 50% of the total bonding energy.
These bonds were shown by us before to form a special family of
bonds, the so-called charge-shift (CS) bonds.39 Interestingly,
most of the π-CS bonds in the set of 27 molecules are found
when at least one of the bonded atoms involves a lone pair, e.g., in
SitN, GetN, NtP, PtP, AstAs, etc. This nicely illustrates
the relationship between CS bonding and the presence of lone
pairs in the bonded atoms, as mentioned above. It follows that
the increase of π-REcov-ion due to the presence of lone pair(s)
compensates partially the LPBWE of the σ bonds by the same
lone pairs. As an outcome, the total bonding energies of
the π bonds, Dπ or D2π, always increase in a given group as the
bonded atoms are taken from the left to the right of the periodic
table (see also Table S3 and Figure S2 in the Supporting
Information).
The Distortion Energies of HXtYH from Linear to Trans-

Bent Forms. As can be seen in Table 1, part of the triple bonds,
those containing atoms in rows higher than 2 and those involving
group 13 and 14 atoms, undergo trans bending. By contrast,
HCtCH and HCtCN remain linear. Following our prelimin-
ary study,37 we analyzed this propensity or lack thereof as a
balance between the σ and π propensities, ΔEσ and ΔEπ. As

commented upon above, such an analysis is valid if the linear and
trans-bent forms of themolecule can be described by the same set
of VB structures, having in each case a σ bond along the X-Y
axis, and either a pair of degenerate π bonds off axis (in the
linear) or an out-of plane π bond and an in-plane pseudo-π bond
(in the bent). This choice of common VB structure set for the
linear and bent molecule was tested by comparing the VB-
calculated total distortion energies to the corresponding CCSD-
(T) values. The results collected in Table 7 show that VB theory
predicts the distortive propensity of those molecules, which
prefer the trans-bent structure. It also reveals a fair agreement
between the VB and CCSD(T) sets of values, demonstrating that
the VB calculations treat the linear and bent forms on equal
footing and can therefore form a basis for the following discus-
sion. Quantitative deviations between VB and CCSD(T) distor-
tion energies may reflect that, in some cases of, e.g., the polar

Figure 6. Diagram plots showing the Dcov (green) and REcov-ion (blue) components of D2π (left side) and Dπ (right side).

Table 7. Comparison of VB and CCSD(T) Distortion En-
ergies (kcal/mol)a

CCSD(T) VBSCF BOVB

(HBtBH)-2 2.90 0.81 2.08

(HBtAlH)-2 7.88 11.28 9.38

(HBtGaH)-2 5.90 9.70 8.1

(HAltAlH)-2 18.18 22.97 22.2

(HAltGaH)-2 17.57 23.58 23.11

(HGatGaH)-2 16.52 23.84 23.36

HCtCH -25.33 -25.85 -26.29

HCtSiH 9.06 13.41 18.44

HCtGeH 9.11 14.22 16.24

HSitSiH 23.55 30.62 28.86

HSitGeH 23.75 30.82 29.00

HGetGeH 24.09 31.77 29.79
aThe bending energies are calculated as the energy differences between
geometry-optimized bent and linear structures, as displayed in Figure 2
and Table 1, respectively.
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molecules of the heavier elements, the description of the bending
process may require more structures.
The Driving Force for Trans Bending. Since the QC states

are devoid of π bonds, the bending energy of the QC state will
yield the σ propensity of the molecule to prefer a bent or linear
structure, ΔEσ. As shown in Scheme 4, the ΔEσ values were
calculated from the average energies of the QC states in the linear
and bent geometries.
Table 8 shows the so calculated quantities for all of the

molecules that can undergo trans bending, i.e., HXtXY with
X,Y belonging to groups 13 and 14. Recall that for HCtCH,
which is linear at equilibrium, we fixed the bending angle for the
bent structure as in HSitSiH (123�) and reoptimized the
geometry with this constraint (Figure 2).
It is seen that the bonding energy of the out-of-plane π bond,

Dπ-out, is hardly affected by bending and varies within only a few
kcal/mol. On the other hand, as can be seen from the variations
of Dπ-in, upon bending the in-plane pseudo-π bonds become
significantly weaker in the trans-bent isomers than in the linear
ones. The weakening is especially important in molecules invol-
ving atoms of group 14 (13-40 kcal/mol), and much less so in
group 13 compounds (4-8 kcal/mol). As a consequence, the
total bonding energy of both π bonds (Dπ-inþDπ-out) decreases
upon bending in all cases, by 6 to 46 kcal/mol.
By contrast to the π bonds, as shown by the positive ΔEσ in

Table 8, the σ frame is invariably stabilized by the trans bending.
Further, the ΔEσ values are all significant, ranging from 20 to 56
kcal/mol for group 14 and from 10 to 31 kcal/mol for group 13
compounds. Thus, all of the σ frames, including the one of
acetylene, prefer the bent structure, which strengthens σ bond-
ing. However, in all molecules displayed in Table 8, except for
acetylene, this σ-bond strengthening overrides the π-bond
weakening, thereby leading to trans bending. The σ propensity
to distort increases for the higher row atoms, while the loss of
π-bonding energy decreases in the same direction. Conse-
quently, acetylene remains linear, despite the distortive propen-
sity of its σ frame, while all other HXtYH molecules undergo
trans bending. Inspection of the π-bond energy trends reveals
that the in-plane bond is reduced to about 50% of its original

strength in the linear structure when X and Y belong to group
14. Hence, in agreement with previous experimental and theore-
tical studies,23,35,37 the formal number of bonds in these mole-
cules is approximately 21/2.
The root cause for π-bond weakening upon distortion is

obviously due to the loss of overlap between the AOs involved
in the in-plane pseudo-π bond as trans-bending takes place. On
the other hand, the σ-bond strengthening can be due to several
causes. One obvious factor is bond-length relaxation in trans-
bent structures relative to linear ones (compare Figure 2 to
Table 1). Thus, the bond distance between the heavy atoms is
too short in the linear structure for an optimal σ bond. Trans-
bending lengthens the distance between heavy atoms, leading
somewhat to σ-bond strengthening. Additionally, VB calcula-
tions using the spin-coupled method have shown that hyper-
conjugation also contributes to ΔEσ, albeit in a minor way.37

However, the most important factor for σ-bond strengthening
upon bending has been shown, in a few examples (X, Y = C, Si),
to be related to the increase of s orbital participation in bonding
through rehybridization.34,37 Thus, the increase in s orbital
population is 0.044 e- for HCtCH, 0.262 e- for HSitCH,
and 0.604 e- for HSitSiH,37 which correlates well with theΔEσ
values 20, 40, and 56 kcal/mol in this series. This last effect
follows the pioneering reasoning of Trinquier and Malrieu,40a,b

that the trans bent geometries of analogous doubly bonded
molecules is due to the tendency of the molecular fragments to
keep as much as possible their ground state and avoid the costly
electronic promotion to the high-spin triplet states.
AnOverview of σ andπ Bonding in Triply BondedHXtYH

Molecules. The above energy separation allows us to compute
the individual σ- and π-bonding contributions to the triply
bonded molecules from the corresponding BDEs of the various
molecules relative to the open-shell dissociated fragments. In the
following approach, used before,32b,40,54 the HXtYH molecule
is considered as the product of interactions between two XH
þYH fragments in their open shell 4Σ- states, which in most
cases are the excited states of the fragments. The net dissociation
energy BDEσþ2π is obtained after adding the demotion energy of
the fragments from 4Σ- to their ground states 2Π. Thus, the
dissociation process is decomposed into two formal steps, eqs 7
and 8:

HXtYH f HXð4Σ-Þ þHYð4Σ-Þ;ΔE ¼ Dtotal ð7Þ

HXð4Σ-Þ þHYð4Σ-Þ f HXð2ΠÞ þHYð2ΠÞ�;
ΔE ¼ - Eprom ð8Þ

where Eprom is the promotion energy required to excite a
fragment from its 2Π state to its 4Σ state. Since the actual
dissociation process, from the molecule to the fragments in their
ground states, is the sum of reactions 7 and 8 and corresponds
to the bond dissociation energy BDEσþ2π, we can obtain Dtotal

from eq 9:

Dtotal ¼ BDEσ þ 2π þ Eprom ð9Þ
It is then a simple task to extract the σ contribution to bonding,

Dσ, by subtracting the π contribution, D2π, from Dtotal:

Dσ ¼ Dtotal - D2π ð10Þ
Table 9 displays some BDEσþ2π values calculated at the

B3LYP/6-31G* level for a series of HXtXY molecules with X,
Y belonging to group 14. From these values, the total bond

Scheme 4. Definition of the σ-Propensity for Trans Bending
of HXtYH Bonds
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strengthsDtotal are estimated through eq 9 by using experimental
promotion energies Dprom. Finally, the Dσ values are estimated

through eq 10. It can be seen that in all linear conformations, the
σ contribution to bonding, Dσ, is slightly less than one-third of
the total, i.e., smaller than each of the π contributions. On the
other hand, Dσ is clearly the strongest component of the triple
bond for bent molecules.

’CONCLUSION

With an aim of establishing insight into the trends in bonding
and structure in a surging field of multiple bonding,7d,29e,30,33,35,36

we describe in this paper a valence bond (VB) study of 27 triply
bonded molecules of the general type XtY, where X and Y are
main element atoms and/or fragments from groups 13-15 in the
periodic table. The molecules were studied in their linear as well
as bent geometries, wherever such bending occurs (e.g., in group
14). The VB method allows the separation of π and σ bonding
and thereby leads to the following conclusions:
(a) Both the single π-bond energy as well as the total π-

bonding energy for the entire set correlate with the
“molecular electronegativity”, which is the sum of the X

Table 8. σ and π Driving Forces for Bending Away from Linear HXtYH Molecules

Bond Energies (kcal/mol)

(H-BtB-H)-2 (H-BtAl-H)-2 (H-GatGa-H)-2

linear bent linear bent linear bent

Dπ-out 45.69 45.81 34.12 29.80 21.16 18.33

Dπ-in 45.69 37.76 34.12 26.71 21.16 17.53

(Dπ-in þ Dπ-out) 91.38 83.57 68.24 56.51 42.32 35.86

ΔEπ -7.81 -11.73 -6.46

ΔEσ þ9.89 þ21.11 þ29.82

(H-BtGa-H)-2 (H-Al tAl-H)-2 (H-AltGa-H)-2

linear bent linear bent linear bent

Dπ-out 34.76 31.31 20.22 17.19 20.77 17.90

Dπ-in 34.76 27.11 20.22 14.12 20.77 16.35

(Dπ-in þ Dπ-out) 69.52 58.42 40.44 31.31 41.54 34.25

ΔEπ -11.1 -9.13 -7.29

ΔEσ 19.20 31.33 30.40

H-CtC-H H-CtSi-H H-GetGe-H

type linear bent linear bent linear bent

Dπ-out 92.25 86.44 57.32 56.03 38.08 32.83

Dπ-in 92.25 52.01 57.32 37.19 38.08 24.94

(Dπ-in þ Dπ-out) 184.50 138.45 114.64 93.22 76.16 57.77

ΔEπ -46.05 -21.42 -18.39

ΔEσ 19.76 39.86 48.18

H-SitSi-H H-CtGe-H H-SitGe-H

type linear bent linear bent linear bent

Dπ-out 43.93 37.08 53.51 51.46 40.87 34.95

Dπ-in 43.93 23.88 53.51 36.12 40.87 24.58

(Dπ-in þ Dπ-out) 87.86 60.96 107.02 87.58 81.74 59.53

ΔEπ -26.9 -19.44 -22.21

ΔEσ 55.76 35.68 51.21
aΔEπ = (Dπ-inþ Dπ-out)Bent- (Dπ-inþ Dπ-out)Linear;ΔEσ = EQC,av(bent)- EQC,av(linear). Negative values mean that the bonding is weakened upon
trans bending and vice versa for positive values.

Table 9. Estimations of the Respective Bond Strengths of the σ
and π Components of the Triple Bond in HXtYH Species, in
Their Bent and Linear Conformations (All Energies in kcal/mol)

BDEσþ2π
a Eprom

b Dσ
c D2π

d

bent linear bent linear bent linear

HCtCH 201.38 231.18 40.38 103.31 87.06 138.45 184.50

HSitSiH 57.52 35.40 85.56 82.12 33.10 60.96 87.86

HGetGeH 50.77 22.26 95.68 88.68 41.78 57.77 76.16

HGetCH 99.66 91.23 68.03 80.11 52.24 87.58 107.02

HGetSiH 53.65 28.56 90.62 84.74 37.44 59.53 81.74

HSitCH 113.59 106.63 62.97 83.34 54.96 93.22 114.64
aBond dissociation energies calculated at the B3LYP/6-31G* level.
b Experimental (2Π f 4Σ-) promotion energies, eq 8. c Equation 10
d D2π values were calculated as a sum of Dπ-in þ Dπ-out energies.
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and Y electronegativites for XtY. Thus, the more elec-
tronegative the X and Y fragments, in a given triply
bonded molecule, the stronger the two π bonds. The
electronegativity difference is much less important. The
correlation with the molecular electronegativity enables
us to establish a simple rule of periodicity: Thus, following
the order of the molecular electronegativity, π-bonding
strength generally increases from left to right in a period
and decreases down a column in the periodic table.

(b) It was found that invariably the σ frame prefers trans
bending, while π bonding is destabilized and opposes this
distortion. In HCtCH, the π-bonding destabilization
overrides the propensity of the σ frame to distort, while in
the higher row molecules, the σ frames win out and
establish trans-bent molecules with 21/2 bonds, in accord
with recent experimental evidence based on solid state
29Si NMR of the Sekiguchi compound.35 Thus, as con-
cluded before,34,37 the trans-bent molecules are cases
where “less bonds pay more”. The distortive propensity
of the σ frame originates in the increase of the s-atomic
orbital population, which lowers the promotion energy
(2Π f 4Σ-) of the fragments within the molecule.

(c) The separation of the σ frame and π bonding allows one
to determine the corresponding σ- and π-bond energies
(Table 9). The trends in the σ-bond energies also follow the
molecular electronegativity and increase by bending by ap-
proximately 16-49 kcal/mol for the molecules studied here.

(d) All of the π bonds were found to have significant contri-
butions from the resonance energy due to covalent-ionic
mixing (REcov-ion). TheREcov-ion quantity for all 27molecules
correlates linearly with the correspondingmolecular electro-
negativity, and this correlation is rooted in the bonding
mechanism and the establishment of the virial ratio that
typifies the equilibrium condition.39,43 The π-bonding
energy of the more electronegative fragments has a
dominant REcov-ion contribution which exceeds 50% of
the total bonding. Hence, all of the triple bonds have
significant charge-shift character,39,42 and those having high
molecular electronegativity are charge-shift bonds, wherein
bonding is dominated by the resonance energy of the
covalent and ionic forms, rather than by either form by itself.
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ABSTRACT:Given that transition metal�hydrogen systems have been studied as a predecessor for hydrogen storagematerials, we
have investigated the neutral and multiply charged titanium�H2 systems (Ti�H2, Ti

þ�H2, Ti
2þ�H2, Ti

3þ�H2, and Ti
4þ�H2)

using density functional theory (DFT) and high-level ab initio calculations, including coupled cluster theory with single, double, and
perturbatively triple excitations [CCSD(T)]. These systems show different types of hydrogenation depending on their charged
state. The neutral Ti�H2 system shows dihydride structure with covalent interaction where the Ti�Hdistance is 1.76 Å, while H2 is
dissociated into two neigboring hydride ions by withdrawing electrons from Ti. The charged Tiþ�H2, Ti

2þ�H2, and Ti3þ�H2

systems show dihydrogen structures with noncovalent interaction, where the Tiþ�H, Ti2þ�H, and Ti3þ�H distances are 2.00,
2.14, and 2.12 Å, respectively. The main binding energies in these systems arise from the hydrogen polarizability driven interaction
by the positive charge of Tinþ (n = 1�3). Among Tinþ�H2 (n = 1�3) the Tiþ�H2 has the shortest distance against our common
expectation, while Ti2þ�H2 has the longest distance. The Ti

þ�H2 distance is the shortest because of the d�σ* molecular orbital
(MO) interaction which is not present in Ti2þ�H2 and Ti3þ�H2. The Ti4þ ion does not bind H2. In this regard, we have
investigated themaximal hydrogen binding capacity by Ti complexes. The coordination of titaniummono- and dications complexed
with dihydrogen (H2) [Ti

þ(H2)n and Ti
2þ
(H2)m] is studied along with their structures, binding energies, electronic properties, and

spectra. The titaniummonocations of the quartet ground state have up to the hexacoordinaton, while titanium dications of the triplet
ground state have up to the octacoordination at very low temperatures. At room temperature, the monocations favor penta- to
hexacoordination, while the dications favor hexacoordination. This information would be useful for the design of hydrogen storage
devices of Ti complexes, such as Ti-decorated/dispersed polymer�graphene hybrid materials.

I. INTRODUCTION

Development of the safe, reliable, compact, and cost-effective
hydrogen storagemedium is a technically challenging issue facing
the “hydrogen economy”.1 Two major techniques for hydrogen
storage is to store hydrogen in the atomic form of hydrides and in
the molecular form in sorbents. Some of metal hydrides, complex
hydrides,2 simple hydrogen-containing chemicals,3 and mixtures
of these4 have shown promising results as hydrogen capacious
materials at ambient conditions. They not only meet the ultimate
goal of the system capacity with 7.5 wt % H2 set by the U.S.
Department of Energy (DOE)5 but also release hydrogen at
∼363 K, which is the operating temperature of proton exchange
membrane (PEM) fuel cells. However, no materials explored to
date exhibit practical utility. On the other hand, hydrogen
sorbents, such as carbon-based nanostructures and metal/cova-
lent organic frameworks, show fast adsorption and desorption
kinetics.6 However, because they are conventionally based on
physisorption by the weak van der Waals interactions, they store
hydrogen at high pressures and very low temperatures. While
many researchers have been trying to strengthen the interaction
between the sorbents and hydrogen, the use of the Kubas-typed
orbital interaction (metal�σ interaction)7 would be an ideal
strategy to make new generation of hydrogen sorbents.

Ti-decorated organometallic systems are suggested as good
hydrogen storage nanomaterials through theoretical study.8

Transition-metal�π complexes (especially titanium complexes)9

and titanium metal�organic frameworks are also suggested as a

H2 storage material.10 Porphyrins incorporated with the first-row
transition metals were reported for their binding energies with a
hydrogen molecule,11 where the binding energy by Ti was the
largest. The adsorption of H2 on a series of 3d transition-metal
(TM)-doped organosilica complexes was investigated by using
theoretical methods.12 The modified benzene�silica model with
Sc, Ti, V, Cr, and Mn transition-metal atoms could adsorb H2

into the dihydride or dihydrogen configuration forms. The
structural, energetic, and electronic properties of small hydro-
genated titanium clusters were studied.13 Their electronic struc-
tures were dealt with as a function of the number of adsorbed
hydrogen atoms, which is an important issue in nanocatalysis and
hydrogen storage. Given that the information of the structures
and coordination of molecular clusters has been utilized to design
novel functional materials,14 we have been interested in investi-
gating the structure and coordination of neutral and multiply
charged hydrogenated transition metals for possible design of
organometallic compounds useful for hydrogen storage materials.

Transition metals have long been investigated for their
catalytic properties in the hydrogenation reactions. Thus, their
dihydrogen�metal complexes, where H2 molecules were bound
as intact molecular ligands, were investigated. The cation�(H2)n
clusters with various first-row transition metal ions, such as Sc,15

Ti,16 V,17 Cr,18 Mn,19 Fe,20 Co,21 Cu,22 and Zn,19 were reported.
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Their objectives were to obtain the structures and binding
energies of metal ion�(H2)n complexes and to understand the
σ-bond activation processes for the H�H bond and for the
C�H bonds in hydrocarbons. Since the binding of Tiþ with H2

was predicted to be the largest among first transition metals,16

we here investigate dihydrogen�titanium complexes. The charged
state of titanium atom plays an important role in complex-
ation.23 We report the structures, binding energies, and
electronic properties of titanium mono- and dications binding
dihydrogen (H2) molecules [Ti

þ(H2)n=1�7 and Ti2þ(H2)m=1�9]
using density functional theory (DFT) and high-level ab
initio theory.

II. CALCULATION METHODS

For all M€oller�Plesset second-order perturbation (MP2) and
coupled cluster theory with single, double, and perturbatively
triple excitations [CCSD(T)] calculations presented here, all
electrons were correlated, the unrestricted open shell approach
was employed, and the basis set superposition error (BSSE)
correction was made. The calculations were carried out by using
the Gaussian 03 suite of programs.24 Molecular structures and
molecular orbital contour maps were drawn using the Posmol
package.25

For Tinþ�H2 (n = 0�4), we have used DFT with Becke’s
three-parameters for exchange and Lee�Yang�Parr correlation
functional (B3LYP) in the investigation of neutral and cationic
hydrogen�titanium clusters. The aug-cc-pVQZ set is employed
for hydrogen. By extending the Ti basis set of theWachtersþf set
[8s6p4df] (close to the ccpVTZ and aug-cc-pVDZ levels, which
will be denoted as W),26 we have made the optimized [9s7p5d3fg]

contracted functions (similar to ccpVQZ and aug-ccpVTZ levels,
which will be denoted as W*). All the “d” and “f” orbitals are the
spherical harmonic basis functions (5d and 7f). The combined
basis set of W and aug-cc-pVTZ will be simply denoted as WTZ
for simplicity, and that of W* and aug-cc-pVQZ will be denoted
as W*QZ. Since B3LYP results are not reliable in the present
system, the important structures were calculated at theMP2 level
using the same basis sets. To obtain more accurate results, the
CCSD(T)/W*QZ calculations were employed. At the CCSD-
(T)/W* level the initial <S2> values of Ti0/1þ/2þ/3þ are 2.010,
3.753, 2.003, and 0.752, and the T1 diagnostic values of
Ti0/1þ/2þ/3þ/4þ are 0.0145, 0.0049, 0.0023, 0.0015, and
0.0008, respectively. The spin multiplicities of Ti0/þ/2þ/3þ/4þ

are triplet, quartet, triplet, doublet, and singlet, respectively. The
CCSD(T)/W* ionization energies for Tiþ/2þ/3þ/4þ are 151.1,
309.5, 632.4, and 999.3 kcal/mol, in agreement with the
experimental values (157.3, 313.1, 634.1, and 997.8 kcal/
mol).27 At each calculation level the structures were fully
optimized along with vibrational frequencies. The frequencies
were employed to obtain the zero-point energies (ZPE) and
the enthalpy/free-energy changes (ΔHr/ΔGr) at room tem-
perature and 1 atm. To investigate their stabilities, the binding
energies of ΔEe and ΔE0 between Ti ions and H2 were
calculated without and with ZPE correction, respectively.
The frequencies were scaled by scale factors (0.997 at the
B3LYP/W*QZ, 0.975 at the MP2/W*QZ, and 1.000 at the
CCSD(T)/W*QZ level) to match the experimental frequency
(4401 cm�1)28 of the H2 molecule. Though the neutral
Ti�H2 complex forms a covalent bond between a neutral Ti
atom and two hydrogen atoms, multicationic charged com-
plexes show noncovalent interactions between a Ti ion and a

Table 1. Binding Energies, Selected Geometrical Parameters, NBO Charges of Ti, and Selected Frequencies of Ti0/1þ/2þ/3þ�H2

Complexesa

method �ΔE �ΔE0 �ΔHr �ΔGr dH�H dTi�H q(Ti) νH2 νTi�H2
asym νTi�H2

sym

Ti�H2

B3LYP/W*QZ 16.47 17.40 18.47 13.53 3.08 1.76 � (573)b 1593 1582

MP2/W*QZ 10.61 11.80 12.83 7.89 3.18 1.75 1.222 (458)b 1568 1559

CCSD(T)/W*QZ 11.82 13.03 14.04 9.15 3.19 1.76 � (436)b 1572 1543

Tiþ�H2

B3LYP/W*QZ 11.60 9.90 11.00 5.78 0.77 2.03 � 3839 1036 712

MP2/W*QZ 11.75 9.89 10.99 5.76 0.76 2.00 1.031 3969 1013 683

CCSD(T)/W*QZ 9.53 7.70 8.80 3.55 0.77 2.00 � 3904 1057 718

Ti2þ�H2

B3LYP/W*QZ 20.50 19.03 20.09 15.00 0.78 2.17 � 3958 784 686

MP2/W*QZ 17.88 16.31 17.37 12.28 0.76 2.16 1.978 4024 770 675

CCSD(T)/W*QZ 19.20 17.57 18.63 13.51 0.77 2.14 � 4037 783 720

Ti3þ�H2

B3LYP/W*QZ � � � � � � � � � �
MP2/W*QZ 53.26 52.79 53.79 48.77 0.83 2.05 2.827 3372 947 455

CCSD(T)/W*QZ 56.94 57.37 58.51 53.35 0.84 2.12 � 3226 903 159
aΔE and ΔE0 are the binding energies (kcal/mol) without/with zero-point energy correction; ΔHr and ΔGr are the enthalpy and free-energy changes
(kcal/mol) at room temperature and 1 atm; dH�H is H�H distance (Å); and dTi�H is the distance (Å) between a Ti ion and a H atom of H2. The H�H
distance of pure H2 molecule is 0.742, 0.736, and 0.742 Å at the B3LYP, MP2, and CCSD(T) levels, where the aug-cc-pVQZ set was used for hydrogen
and the [9s7p5d3fg] contracted basis set (W*) was used for Ti; and q(Ti) is the natural bond orbital charge (au) of the Ti ion at theMP2 level. TheNBO
charges are given at the MP2 level; νH2 is the scaled stretching frequency (cm�1) of the H2 molecule; and νTi�H2

asym and νTi�H2
sym are scaled

asymmetric and symmetric Ti�H2 stretching frequencies (cm�1). The experimental H�H stretching frequency of the H2 molecule is 4401 cm�1

(ref 28). bBending frequencies of Ti�H2.
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hydrogen molecule. The natural bond orbital (NBO) charges
were obtained at the MP2/W*QZ level of theory.

We investigated various possible structures of Tiþ(H2)n=1�7

and Ti2þ(H2)m=1�9. The low-energy structures were initially
investigated by B3LYP/WTZ and further calculated by the
MP2/WTZ. The structures were fully optimized along with their
vibrational frequency analysis. The CCSD(T)/WTZ calcula-
tions were performed on the MP2/WTZ optimized geometries.
At the CCSD(T)/W level the initial <S2> values of Tiþ and Ti2þ

ions were 3.75 and 2.00, and their T1 diagnostic values were
0.0060 and 0.0040, respectively. At the CCSD(T)/W level the
energy difference between Tiþ and Ti2þ ions was estimated to
be 306.9 kcal/mol, in agreement with the experimental value
(313.1 kcal/mol).27 The CCSD(T)/WTZ thermodynamic
quantities (ΔE0 at 0 K; ΔHr and ΔGr at room temperature
and 1 atm) were estimated using the CCSD(T)/WTZ single
point interaction energies (ΔEe) and the MP2/WTZ ZPE and
thermal energies. The NBO charges (qNBO) were estimated
through NBO population analysis at the MP2/WTZ level of
theory. Their B3LYP/WTZ and MP2/WTZ frequencies were
scaled by scale factors (0.966 and 0.975) to match the experi-
mental frequency (4401 cm�1)28 of the H2 molecule.

III. RESULTS AND DISCUSSION

The binding energies, selected geometrical parameters, NBO
charges of Ti [q(Ti)], and selected frequencies ofTi0/1þ/2þ/3þ�H2

complexes, which were calculated at the levels of B3LYP, MP2,
and CCSD(T) using the W*QZ basis set, are listed in Table 1. The
q(Ti) values of the Ti0/1þ/2þ/3þ�H2 complexes are 1.22/1.03/
1.98/2.83 au. Figure 1 shows the frontier highest occupiedmolecular
orbitals (HOMO) of Ti�H2, Ti

þ�H2, Ti
2þ�H2, and Ti3þ�H2

complexes at the CCSD(T) level with the WTZ basis set, for visual
aid, because those with W*QZ are hard to be legible due to the
diffuse nature of the orbitals.

The neutral Ti�H2 complex shows the covalent-bonded Ti-
dihydride structure. The spin multiplicity for the ground state of
the Ti�H2 complex is triplet. It has a bent shape like the water
molecule (H2O). The binding energy without/with ZPE cor-
rection (�ΔEe/ΔE0) is 16.47/17.40, 10.61/11.80, and 11.82/
13.03 kcal/mol at the B3LYP/W*QZ, MP2/W*QZ, and CCSD-
(T)/W*QZ levels. As for the HOMO, the R-HOMO is com-
posed of the hybridized orbital of 4s and 3d orbitals of Ti and the
σ orbital of H2. A doubly occupied d orbital of Ti and the σ*
orbital of H2 form the second R/β-HOMO (R/β-HOMO2),
which leads to the strong backdonation to the H2σ* orbital,

Figure 1. HOMOs of the Ti�H2, Ti
þ�H2, Ti

2þ�H2, and Ti3þ�H2 complexes (at the CCSD(T)/WTZ level). The orbital energies are in
parentheses.



972 dx.doi.org/10.1021/ct1007444 |J. Chem. Theory Comput. 2011, 7, 969–978

Journal of Chemical Theory and Computation ARTICLE

inducing the bent structure. Thus, the NBO charge (q) of H
atoms is negative and that of Ti atom is positive (qTi = 1.22 au,
qH=�0.61 au at theMP2/W*QZ level). The thirdR-HOMO(R-
HOMO3) is a singly occupied nonbonding d orbital. The fourth
R/β-HOMO (R/β-HOMO4) is a bonding orbital between an
unoccupied dz2 orbital and a doubly occupied H2σ orbital.

At the B3LYP/W*QZ level the complex has a relatively weak
orbital interaction between an occupied d orbital and the unoccu-
pied H2σ* orbital, which leads to the very strong d�σ* back-
donation as compared with the cases at the MP2/W*QZ and
CCSD(T)/W*QZ levels. This backdonation is due to the third
R/β-HOMO (R/β-HOMO3) at the B3LYP/W*QZ level, the
second R/β-HOMO (R/β-HOMO2) at the CCSD(T)/W*QZ
level, and the R/β-HOMO at the MP2/W*QZ level. Therefore,
the B3LYP/W*QZ binding energy is larger than the MP2/
W*QZ value. This effect results in slightly different bond angles:
122.3� at the B3LYP/W*QZ level, 129.7� at the CCSD(T)/
W*QZ level, and 131.0� at the MP2/W*QZ level.

The spin multiplicities of Tiþ�H2, Ti
2þ�H2, and Ti3þ�H2

are quartet, triplet, and doublet, respectively. The Tiþ�H2 com-
plex has the d�σ* backdonating bonding orbital (R-HOMO),
which does not appear in the occupied regions of the Ti2þ�H2

and Ti3þ�H2 complexes as shown in Figure 1. Therefore, the
Ti�H distance of the Tiþ�H2 complex is shorter than those of
Ti2þ�H2 and Ti3þ�H2 complexes as shown in Table 1. The
NBO charges of H atoms (qH) are �0.015 au. In the case of the
Tiþ�H2 complex the R-HOMO is a bonding orbital between a
singly occupied d orbital and the unoccupied H2σ* orbital. This
orbital has the d�σ* backdonation interaction. The second and
third R-HOMOs (R-HOMO2 and R-HOMO3) are singly occu-
pied nonbonding d orbitals. The fourth R-HOMO and β-HOMO
(R/β-HOMO4) have the weak bonding character between an
unoccupied d orbital and the doubly occupied σ orbital of H2.
This orbital interaction also appears as the third R/β-HOMO
(R/β-HOMO3) in Ti2þ�H2 and as the R/β-HOMO in the
Ti3þ�H2. The R-HOMO and R-HOMO2 of Ti2þ�H2 are
nonbonding orbitals.

The Ti�H2 complex has two Ti�H stretching modes (asym-
metric and symmetric modes) and one bending mode. As shown
in Table 1, the scaled frequency values of asymmetric/symmetric
stretching modes at the B3LYP/W*QZ, MP2/W*QZ, and
CCSD(T)/W*QZ levels are 1593/1582, 1568/1559, and 1572/
1543 cm�1, respectively; those of the bendingmode are 573, 458,
and 436 cm�1, respectively; the Ti�Hdistances are 1.759, 1.748,
and 1.762 Å, respectively.

The Tiþ/2þ/3þ�H2 complex has the dihydrogen bond struc-
ture by the noncovalent interaction between a Ti ion and an H2

molecule. In the Ti4þ�H2 system the electron of H2 molecule
transfers to the Ti4þ ion, and the qH is greater than 0.5 au when
the H is∼2 Å away from the Ti ion; thus the Ti ion and H atoms
have all highly positive charges, so that the Ti4þ ion does not bind
the H2 molecule or H atoms. A similar situation is found for the
Ti3þ�H2 system at the B3LYP level but not at the MP2 and
CCSD(T) levels. At the B3LYP level the ionization energy of H2

molecule is smaller than the third ionization energy of the
titanium atom. Thus, the B3LYP is not reliable for the descrip-
tion of these complexes.

The interaction of Tiþ�H2 complex was studied experimen-
tally by Bowers’ group, who showed that the 4s13d2 configura-
tion is more stable than the 3d3 configuration.16 The experi-
mental ΔE0 of the ground-state Ti

þ�H2 complex (4s13d2) was
reported to be 7.5/10.0 kcal/mol more stable than the 3d24s1

(ground-state)/3d3(excited-state) configuration of Tiþ. At the
B3LYP/W*QZ level, the ground-state configuration of Tiþ ion is
3d3 against the experiment, while at the MP2 and CCSD(T)
levels it is 3d24s1 in agreement with the experiment. Thus, the
B3LYP/W*QZ binding energy (�ΔE0 = 9.90 kcal/mol) corre-
sponds to the experimental value of 10.0 kcal/mol with respect to
the 3d3 excited-state configuration instead of the 3d24s1 ground-
state configuration. The MP2/W*QZ and CCSD(T)/W*QZ
binding energies (�ΔE0: 9.89 and 7.70 kcal/mol, respectively)
correspond to the experimental value of 7.5 kcal/mol with
respect to the 3d24s1 ground-state configuration. Though the
MP2/W*QZ value is overestimated in comparison with the
experimental value, the CCSD(T)/W*QZ value is in very good
agreement with the experiment.

The charge�polarization interaction is a major factor for the
binding in these charged complexes. The Ti3þ�H2 system has
the largest polarization interaction among the complexes. The
binding energies of the Tinþ�H2 complexes (n = 1�3) are 9.5,
19.2, and 56.9 kcal/mol, respectively. The main interaction
energies arise from the charge(Tinþ)�polarization(H2) interac-
tion. The interaction energies due to H2 polarization by the
positive charge of Tinþ (n = 1, 2, 3):

polarization energy ¼ 1
2
ðH2polarizabilityÞ 3 ðn 3 e=r2Þ2

are 8.9, 27.0, and 63.1 kcal/mol, respectively, which are similar to
the corresponding total binding energies. In the case of Tiþ�H2

(n = 1), the polarization-driven energy is smaller than the total
binding energy, which indicates an additional binding energy for
this complexation, i.e., the significant d�σ* backdonation effect.
Thus, the Ti�H distance of the Tiþ�H2 complex is shorter than
those of the Ti2þ�H2 and Ti

3þ�H2 complexes. The ionic radii
of Tiþ, Ti2þ, and Ti3þ ions are 1.28, 1.00, and 0.81 Å, respec-
tively.29 The ionic radius of Tiþ is larger than that of Ti2þ. How-
ever, the Tiþ�H distances are shorter due to the orbital
interaction than the Ti2þ�H distances, as shown in Table 1.

In these charged complexes the H�H stretching frequency
(νH2) is red-shifted with respect to that of the pure H2 molecule,
as shown in Table 1. The CCSD(T)/W*QZ predicted H�H
distances for Tiþ�H2, Ti

2þ�H2, and Ti3þ�H2 are 0.77, 0.77,
and 0.84 Å, respectively, with the νH2 value of 3904, 4037, and
3226 cm�1, respectively. The red-shift is the smallest for the
Ti2þ�H2 complex without d�σ* backdonation, while the red-
shift is the largest for the Ti3þ�H2 complex with strong electro-
static interaction. The asymmetric Ti�H2 stretching frequency
(νTi�H2

asym) is the largest in theTiþ�H2 complex and the smallest
in the Ti2þ�H2 complex. The CCSD(T)/W*QZ predicted
νTi�H2

asym for Tiþ�H2, Ti
2þ�H2, and Ti3þ�H2, are 1057,

783, and 903 cm�1, respectively.
Then, we investigated the structures of dihydrogenated tita-

niummono- and dications [Tiþ(H2)n=1�7 and Ti
2þ(H2)m=1�9].

The geometries were fully optimized at the B3LYP/WTZ and
MP2/WTZ levels of theory. An extensive search for the low-lying
energy structures including the previously reported ones16 was
made. These structures are shown in Figure 2 for Tiþ(H2)n and
in Figure 3 for Ti2þ(H2)m. The dihydrogenated titanium mono-
cations have the spin state of quartet (Q), while the dihydroge-
nated titanium dications have the triplet state (T). For the notation
of each structure, the spin state, the number of H2molecules, and
the point group of structural symmetry were employed, i.e., Q1-
C2v has the spin state of quartet, one H2 molecule and the point
group of C2v. In Figure 3, ‘T’ denotes the triplet state.
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Table 2 lists the binding energies of Tiþ(H2)n at the B3LYP/
WTZ, MP2/WTZ, and CCSD(T)/WTZ levels. In the case of
Tiþ(H2)2, the Cs symmetry has the most stable structure (Q2-
Cs) at 0 K and room temperature. The D2d structure is a local
minimum. For the Tiþ(H2)3 complex, the Q3-C1 conformer has
C3v symmetry at the B3LYP/WTZ level as previously reported,
but it is transformed into C1 symmetry at the MP2/WTZ level.
At the B3LYP/WTZ level the Q3-C1 is the global minimum,
while at the MP2/WTZ and CCSD(T)/WTZ levels the Q3-C3v
is the global minimum but almost isoenergetic to the Q3-C1
(within 0.1 kJ/mol at the CCSD(T)/WTZ level). At room
temperature the Q3-C1 is the most stable structure at all the
levels of calculation. For the Tiþ(H2)4 complex, at the B3LYP/
WTZ level the Q4-Cs is the most stable, but at the MP2/WTZ
level the Q4-Cs structure transforms into the Q4-C2v structure.
In the case of Tiþ(H2)5, the Q5-C2 conformer is the most stable
with C2v symmetry.

12 For Tiþ(H2)6, the Q6 has S4 symmetry at
the B3LYP/WTZ level, butC1 symmetry at theMP2/WTZ level.
For Tiþ(H2)7, the Q7-C1 structure which has the coordination
6þ 1 (where 6 and 1 are the numbers of H2molecules in the first
and second coordination shells, respectively) is the global
minimum.

At the CCSD(T)/WTZ level, the �ΔE0’s of Ti
þ(H2)n=1�7

are 7.34, 16.16, 24.74, 32.07, 41.99, 48.85, 48.95 kcal/mol,
respectively, in good agreement with the experimental values
for n = 1�6 which are 7.5, 17.2, 26.3, 35.0, 43.2, and 51.9 kcal/mol,
respectively. These results indicate that the maximum coordina-
tion number of Tiþ(H2)n is 6 at 0 K. The �ΔGr (room temper-
ature, 1 atm) for n = 1�7 is 3.18, 7.93, 9.42, 11.59, 14.27, 14.15,
and 11.09 kcal/mol, respectively, indicating the optimal coordi-
nation number of 5�6 at room temperature, as shown in Figure 4.
We estimated the approximate complete basis set (aCBS) limit
value of the binding energies at the CCSD(T) level, using the
extrapolation scheme by utilizing that the electron correlation

error is proportional to N�3 for the (aug)-cc-pVNZ basis set,30

where we usedN = 2, 3, whileN is generally required to use more
than 3 and 4.31 The estimated CCSD(T)/aCBS � ΔE0’s of
Tiþ(H2)1 and Tiþ(H2)6 are 7.5 and 49.1 kcal/mol. For the
Tiþ�H2 complex the estimated CCSD(T)/aCBS binding en-
ergy (ΔE0) is closer to the experimental value (�7.5 kcal/mol)
than the CCSD(T)/WTZ value (�7.3 kcal/mol).

The B3LYP/WTZ, MP2/WTZ, and CCSD(T)/WTZ bind-
ing energies of Ti2þ(H2)m=1�9 are listed in Table 3. The Ti2þ-
(H2) complex hasC2v symmetry and the�ΔE0 is 16.20 kcal/mol
at the CCSD(T)/WTZ level, 8.86 kcal/mol larger than that
(7.34 kcal/mol) of Tiþ(H2). For the Ti

2þ(H2)2 complex the T2-
C1 structure is the global minimum. The T2-D2h structure has
one imaginary frequency at the B3LYP/WTZ level, while T2-
D2d has one imaginary frequency at the MP2/WTZ level. In the
case of Ti2þ(H2)3, the T3-C1 structure is the global minimum, but
the T3-C10 structure is nearly iso-energetic within 0.4 kcal/mol at
the CCSD(T)/WTZ level. The Ti2þ(H2)4�7 complexes have
C1 symmetry. The Ti2þ(H2)8 complex has the T8-D2 structure
(8 þ 0). The T8-C1 structure (7 þ 1) is slightly less stable. For
Ti2þ(H2)9, the most stable structure is T9-C2 (8þ 1) at 0 K and
T9-C1 (7þ 2) at room temperature, while the (9þ 0) structure
is not stable. At the CCSD(T)/WTZ level, the �ΔE0’s of the

Figure 3. Ti2þ(H2)m=1�9 structures.

Figure 2. Tiþ(H2)n=1�7 structures.
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lowest-energy structures of Ti2þ(H2)m=1�9 are 16.20, 32.53,
46.94, 60.80, 70.70, 82.19, 85.09, 89.60, and 90.73 kcal/mol,
respectively. Here, the case for n = 9 shows the coordination
8 þ 1, while all other lowest-energy structures for n < 9 show
no secondary coordination. This indicates that the maximum
coordination number of Ti2þ(H2)m is 8 at 0 K. The �ΔGr for
n = 1�9 is 12.17, 24.40, (33.80), 41.75, 44.02, 49.00, (45.20),
42.50, and 38.81 kcal/mol, respectively, which indicates the
optimal coordination number of 6 at room temperature
(Figure 4). Here, the values in parentheses mean that the
entropy effect of their two nearly isoenergetic conformers is
taken into account.

As shown in Figure 4, for Tiþ(H2)n=1�7 and Ti
2þ(H2)m=1�9

at room temperature, the cases of n = 2 and m = 2 have the
largest�ΔGr/n and�ΔGr/m values (3.97 and 12.20 kcal/mol),
respectively. Even though n andm increase, the values of�ΔGr/n
and �ΔGr/m decrease, but the �ΔGr/m (4.30 kcal/mol) of
Ti2þ(H2)9 is larger than �ΔGr/n (3.97 kcal/mol) of Ti

þ(H2)2.
The ionic radius (1.28 Å) of Tiþ is larger than that (1.00 Å) of
Ti2þ. However, the Tiþ�H distances are shorter due to the
orbital interaction than theTi2þ�Hdistances as shown inTable 1.
That is, the solvation sphere of Ti2þ is larger than that of Tiþ ion.
The Ti2þ ion has more H2 molecules in the first solva-
tion shell than the Tiþ ion. Due to the stronger electrostatic
interaction by the Ti2þ ion, Ti2þ(H2)m have stronger binding
energies with a larger coordination number than Tiþ(H2)n.

Table 4 shows the MP2/WTZ NBO charges and selected
geometrical parameters of Tiþ(H2)n=1�7 and Ti2þ(H2)m=1�9.
For the Tiþ(H2)n=1�7 complexes the Q1-C2v and Q2-Cs
conformers show electron backdonation from the Ti 3d orbital
to H2 σ* orbital,

16 and so the NBO charges of Ti ion are larger
than þ1. For the larger size clusters the electron transfers from
the H2 molecules to the Ti ion. The Ti�H distances for the H2

molecules in the first coordination shell are around 2.0 Å, while
those for the H2 molecules in the second coordination shell are
over 4.0 Å. The H�H distances of H2 molecules in the com-
plexes are elongated in comparison with that of the pure H2

molecule. For the Ti2þ(H2)m complexes, the electron transfers
from the H2 molecules to the Ti ion, without the d�σ* back-
donation. The Ti�H distances of Ti2þ(H2)m are longer than
those of Tiþ(H2)n involved in the d�σ* backdonation, while the
H�H distances of H2 molecules in Ti2þ(H2)m are shorter than
those in Tiþ(H2)n. Figure 5 shows the MP2/WTZNBO charges
of titanium ions in the ΔE0-based lowest-energy structures of
Tiþ(H2)n and Ti2þ(H2)m. The charge transfer from hydrogen
molecules to the titanium ion increases up to n = 6 and m = 7
where the charge transfers are almost saturated. The Tiþ ion
accepts charge by�0.58 au in Q6-C1, while the Ti2þ ion accepts
charge by �0.63 au in T6-C1. In Tiþ(H2)n the charge (qNBO

Ti)

Table 2. Binding Energies (kcal/mol) of Tiþ(H2)n=1�7
a

B3LYP/WTZ MP2/WTZ CCSD(T)/WTZd

nH2 conformer (sym.)b (n1 þ n2)
c �ΔEe �ΔE0 �ΔHr �ΔGr �ΔEe �ΔE0 �ΔHr �ΔGr �ΔEe �ΔE0 �ΔHr �ΔGr

1 Q1-C2v(C2v) (1 þ 0) 12.15 10.47 11.57 6.35 12.28 10.39 11.50 6.24 9.20 7.34 8.44 3.18

2 Q2-Cs(Cs) (2 þ 0) 23.81 19.53 21.54 10.75 23.18 18.54 20.51 10.33 20.79 16.16 18.12 7.93

Q2-D2d(D2d) (2 þ 0) 23.16 18.66 20.85 8.23 22.79 17.82 20.06 7.32 19.91 14.94 17.18 4.45

3 Q3-C1(C3v,C1) (3 þ 0) 35.17 27.88 31.07 12.20 34.76 26.66 30.05 11.77 32.84 24.74 28.13 9.42

Q3-C3v(C3v) (3 þ 0) 35.07 27.77 30.96 12.05 34.89 26.73 30.12 10.80 32.91 24.74 28.13 8.82

Q3-C2(C2) (3 þ 0) 34.52 27.26 30.42 11.87 � � � � � � � �
4 Q4-C2v(C2v) (4 þ 0) 44.63 34.37 38.68 12.64 45.03 34.13 38.37 13.67 42.97 32.07 36.30 11.59

Q4-Cs(Cs) (4 þ 0) 45.42 35.11 39.45 13.73 � � � � � � � �
5 Q5-C2(C2) (5 þ 0) 55.20 42.05 47.40 14.16 54.29 39.69 45.36 11.98 56.60 41.99 47.66 14.27

6 Q6-C1(S4,C1) (6 þ 0) 64.46 48.61 54.83 15.50 65.54 46.93 54.17 12.63 67.47 48.85 56.09 14.15

7 Q7-C1(C1) (6 þ 1) 64.86 48.16 54.21 12.41 66.36 46.95 53.99 9.51 68.36 48.95 56.00 11.09

Q7-C10(C1) (6 þ 1) 64.66 47.89 54.00 11.94 63.91 44.53 51.56 6.65 63.22 43.83 50.86 5.54
aBinding energy: E[Tiþ(H2)n] � E[Tiþ] � nE[H2].

bThe conformational symmetries at the B3LYP/WTZ and MP2/WTZ levels are presented in
parentheses, respectively; only one group symmetry is given when both symmetries are the same. cBoth n1 and n2 are the numbers of theH2molecules in
the first and the second solvation shells, respectively. dThe CCSD(T) data using the WTZ basis set at the MP2/WTZ geometries. The free energy
changes of chiral conformers were corrected for chirality by�RT ln2 (R, gas constant;T, temperature). The experimental�ΔE0 for n = 1�6 is 7.5, 17.2,
26.5, 35.0, 43.2, and 51.9 kcal/mol for the ground-state 4s13d2 configuration (ref 16).

Figure 4. CCSD(T)/WTZ binding energies of the lowest-energy
structures of Tiþ(H2)n and Ti

2þ
(H2)m.
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converges to þ0.42 au as the number of H2 molecules increases
up to n = 6. In Ti2þ(H2)m the charge converges to þ1.14 au as
the number of H2 molecules increases up to m = 7, as shown in
Figure 5. At the MP2/WTZ level the average Tiþ�H distances
in Q6-C1 and Q7-C1 are 2.002 Å, while the average Ti2þ�H
distances in T6-C1 is 2.134 Å. The shortest intermolecular
distances between the nearest-neighboring H2 centers in the
first solvation shells of Q6-C1 and Q7-C1 are 2.65 Å. The

shortest distances between the nearest-neighboring H2 centers
in the first solvation shells of T6-C1, T7-C1, T8-D2, and T9-C2
are 2.86, 2.48, 2.53, and 2.53 Å, respectively. The shortest
H2�H2 distances for hepta-, octa-, and nonacoordinated systems
are already small enough to accommodate an extra H2.

The vibrational frequencies of Tiþ(H2)nwere calculated at the
B3LYP/WTZ and MP2/WTZ levels. Table 5 lists the MP2
(B3LYP) frequencies scaled by 0.975 (0.966) to match the
frequency of pure H2 with respect to the experimental value
(4401 cm�1)28 and their IR intensities. The frequencies and their
intensities of Ti2þ(H2)m are listed in Table 6. Generally, in the
case of electrostatic energy driven interaction systems the H�H
stretching frequencies increase and the asymmetric Ti ion�H2

stretching frequencies decrease with the increasing number of H2

molecules. However, this trend does not appear due to the
complex orbital interactions, especially in the Tiþ(H2)n cases.
The Tiþ(H2)n complexes have orbital interactions due to the
d�σ* backdonation in addition to weak electrostatic interactions,

Table 3. Binding Energies (kcal/mol) of Ti2þ(H2)m=1�9
a

B3LYP/WTZ MP2/WTZ CCSD(T)/WTZ

mH2 conformer (sym.) (n1 þ n2) �ΔEe �ΔE0 �ΔHr �ΔGr �ΔEe �ΔE0 �ΔHr �ΔGr �ΔEe �ΔE0 �ΔHr �ΔGr

1 T1-C2v(C2v) (1 þ 0) 20.37 18.92 19.98 14.89 17.49 15.85 16.92 11.81 17.83 16.20 17.28 12.17

2 T2-C1(C1) (2 þ 0) 40.99 37.49 39.13 30.22 35.84 31.83 33.60 24.10 36.54 32.53 34.32 24.40

T2-D2h(D2 h)
b (2 þ 0) 39.12 35.38 37.79 24.84 35.70 31.74 33.49 22.87 36.35 32.41 34.15 23.54

3 T3-C1(C1) (3 þ 0) 59.05 53.19 55.65 40.05 52.32 45.84 48.39 32.70 53.42 46.94 49.47 33.39

T3-C10(C1) (3 þ 0) 57.96 51.47 54.39 37.17 52.31 45.81 48.39 32.65 53.37 46.87 49.45 33.32

T3-C2(C2,�) (3 þ 0) 53.68 47.10 49.98 32.49 � � � � � � � �
4 T4-C1(C1) (4 þ 0) 75.67 67.58 70.71 49.39 68.22 59.29 62.63 40.67 69.72 60.80 64.13 41.75

T4-C2h(C2 h) (4 þ 0) 73.67 65.03 68.59 44.46 66.40 56.70 60.65 35.53 67.97 58.27 62.21 37.09

T4-C1b(C1) (4 þ 0) 70.93 61.55 65.44 42.31 63.92 53.45 57.69 32.98 66.40 55.93 60.16 35.04

5 T5-C1(Cs,C1) (5 þ 0) 88.81 77.11 81.95 50.13 81.32 68.94 73.81 42.68 83.08 70.70 75.57 44.02

6 T6-C1(C1) (6 þ 0) 102.53 87.86 93.87 54.65 94.90 79.64 85.63 46.86 97.44 82.19 88.17 49.00

7 T7-C1(C2,C1) (7 þ 0) 110.10 92.41 99.57 52.69 103.34 81.83 90.35 41.99 106.60 85.09 93.59 44.81

T7-C10(C1) (6 þ 1) 104.95 88.68 95.04 50.62 97.85 80.86 87.31 42.66 100.50 83.53 89.96 44.91

8 T8-D2(D2) (8 þ 0) 113.36 93.77 101.63 47.44 107.86 86.39 95.04 39.28 111.07 89.60 98.23 42.50

T8-C1(C1) (7 þ 1) 112.39 93.25 100.68 50.30 105.75 84.38 92.74 39.11 109.37 88.00 96.37 42.33

9 T9-C2(C2) (8 þ 1) 115.21 94.09 102.25 43.19 110.53 87.41 96.48 34.82 113.86 90.73 99.81 38.15

T9-C1(C1) (7 þ 2) 114.66 93.91 101.73 44.60 108.78 86.33 94.84 35.69 112.33 89.87 98.37 38.81
a See the footnote of Table 2. bThough this structure is a transition state at B3LYP/WTZ, it is a minimum at MP2/WTZ.

Table 4. MP2/WTZ NBO Charges (qNBO) and Geometrical
Parameters (Å) of Tiþ(H2)n and Ti

2þ
(H2)n

a

Tiþ(H2)n Ti2þ(H2)n

conf. qNBO
Ti rTi�H

av rHH
av conf. qNBO

Ti rTi�H
av rHH

av

Q1-C2v 1.03 1.983 0.765 T1-C2v 1.98 2.151 0.765

Q2-Cs 1.02 1.983 0.767 T2-C1 1.91 2.135 0.763

Q3-C1 0.95 1.976 0.769 T2-D2h 1.92 2.148 0.762

Q3-C3v 0.95 1.976 0.769 T3-C1 1.82 2.139 0.761

Q4-C2v 0.83 2.013 0.765 T3-C10 1.82 2.139 0.761

Q5-C2 0.66 2.001 0.767 T4-C1 1.70 2.141 0.760

Q6-C1 0.42 2.002 0.766 T5-C1 1.56 2.137 0.760

Q7-C1 0.42 2.002 0.766 T6-C1 1.37 2.134 0.759

(4.087) (0.739) T7-C1 1.14 2.129 0.759

T8-D2 1.10 2.224 0.753

T9-C2 1.08 2.223 0.753

(3.600) (0.742)

T9-C1 1.26 2.150 0.757

(3.481) (0.743)
a qNBO

Ti is the NBO charge of the Ti ion; rTi�H
av is the average Ti�H

distance; and rHH
av is the average H�H distance of the first-shell H2

molecules. The data in parentheses are of the secondary shell H2

molecules. The H�H distance of the pure H2 is 0.738 Å at the MP2/
WTZ level.

Figure 5. MP2/WTZ NBO charge (qNBO) of the titanium ion in the
ΔE0-based lowest-energy structures of Tiþ(H2)n and Ti2þ(H2)m.
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whereas the Ti2þ(H2)m complexes have relatively strong elec-
trostatic interactions. Owing to the d�σ* backdonation, the
Ti ion�H distances of Tiþ(H2)n are shorter than those of
Ti2þ(H2)m. Since the H�H distances of H2 molecules in
Tiþ(H2)n complexes are longer than those in Ti2þ(H2)m due
to the d�σ* backdonation, the H�H stretching frequencies of
Tiþ(H2)n are smaller (more shifted in comparison with the
frequency of pure H2 molecule) than those of Ti2þ(H2)m. On
the other hand, the asymmetric Ti2þ�H2 stretching frequen-
cies of Ti2þ(H2)m are smaller than the asymmetric Tiþ�H2

stretching frequencies of Tiþ(H2)n. The B3LYP/WTZ IR
spectra for the H�H stretching frequencies of the ΔE0-based
lowest-energy structures of Tiþ(H2)n and Ti2þ(H2)m are shown
in Figure 6. The red shifts of H�H stretching frequencies
decrease with increasing number of hydrogen molecules in both
Tiþ(H2)n and Ti2þ(H2)m. The red shift becomes minimal at
n = 6 in the Tiþ(H2)n complexes and at m = 8 in the Ti2þ(H2)m
complexes.

At 373 K,ΔG373
0s of Q6-C1, T6-C1, T7-C1, T7-C10, and T8-D2

were calculated to be�20.82,�39.67,�33.03,�34.11, and�28.49
kcal/mol, based on the CCSD(T) energies with the MP2 thermal
energy corrections. These binding free energies are most suitable
to store and release hydrogen molecules. As Tinþ cations should
be neutralized with anions in real hydrogen storage mate-
rials, researchers have been trying to design optimal systems.
Transition metals have the tendency to aggregate among them-
selves, resulting in the reduction of the hydrogen storage
capacity. Thus, to stabilize the dispersed transition metals,
they can be embedded in frameworks or decorated on the
substrate. To bind hydrogen directly, the Ti cations should be
in the (I�III) oxidation states, not in the (IV) oxidation state.
Hypothetical studies of Ti-decorated bulkyballs (Ti(I)12B24-
C36, 8.6 wt % H2),

32 Ti(I�III)�graphene oxide (4.9 wt %
H2),

33 Ti(I)�nanotubes (5�8 wt % H2),
34 Ti(I)�ethane-diol

(13 wt % H2),
35 and Ti-substituted boranes (Ti(II)n�BmHm,

maximum 10.0 wt % H2)
36 have been carried out. The

Table 5. Selected Frequencies and IR Intensities in Subscripts (10 km/mol) of Tiþ(H2)n at the MP2/WTZ (B3LYP/WTZ) level
a

n conformer H�H stretch asym. Tiþ�H2 stretch in the first shell

1 Q1-C2v 391013 (384113) 1051 (1027)

2 Q2-Cs 38846 390018 (385918 38635) 1070 1083 (1033 1037)

3 Q3-C1 38553 386916 387016 (387513 387513 38812) 1078 1102 1102 (1031 1043 1043)

Q3-C3v 38601 386620 386620 (387815 387815 38861) 1100 1100 1115 (1037 1037 1045)

4 Q4-C2v 39300 393518 393518 39480 (393728 393823 39380 39410) 1033 1057 1057 1059 (1001 1003 1007 1007)

5 Q5-C2 38645 39152 392015 392615 39320 1058 1068 1071 1073 1123

(39205 39510 395213 395411 39561) (999 1003 1004 1006 1035)

6 Q6-C1 39100 39155 39165 39247 39285 39295 1089 1089 1090 1090 1092 1093

(39680 39681 39738 39738 39738 39800) (994 996 996 999 1000 1000)

7 Q7-C1 39101 39156 39192 39237 39296 39344 43801 1088 1089 1091 1092 1092 1094

(39662 39681 39727 39738 39766 39801 43841) (996 997 998 1001 1001 1002)
aMP2 (B3LYP) frequencies are scaled by 0.975 (0.966) to match the frequency of pure H2 with respect to the experimental value (4401 cm�1) from ref
28. The intensities of Tiþ�H2 stretches are omitted due to their small values.

Table 6. Selected Frequencies and IR Intensities in Subscripts (10 km/mol) of Ti2þ(H2)m at the MP2/WTZ (B3LYP/WTZ)
Levela

m conformer H�H stretch asym. Ti2þ�H2 stretch

1 T1-C2v 403315 (396519) 784 (760)

2 T2-C1 405821 40659 (400326 40149) 794 797 (765 771)

3 T3-C1 407918 407918 40873 (402823 402823 40423) 799 802 804 (775 776 778)

T3-C10 407818 407818 40863 (402313 402320 40337) 796 797 804 (791 795 797)

4 T4-C1 409017 409115 409115 41000 (405519 405517 405617 40700) 797 803 807 809 (776 778 782 786)

5 T5-C1 40869 409518 409711 40982 41005 792 812 814 826 833

(405510 406821 407118 40731 40791) (787 793 797 799 821)

6 T6-C1 409613 40965 409618 40980 40980 410114 786 813 818 818 827 827

(407819 407819 40820 40821 408214 40860) (796 806 806 807 811 812)

7 T7-C1 40740 407712 41100 41100 411419 411519 41200 821 822 846 859 860 861 862

(408215 40830 41092 41119 411417 411513 41232) (774 775 778 781 792 810 811)

8 T8-D2 41890 419121 419217 419220 41932 41931 41934 41950 687 691 691 696 701 704 704 707

(417924 417924 417923 41790 41811 41820 41821 41900) (695 695 697 698 702 704 705 706)

9 T9-C2 41819 41839 41938 419412 41963 41979 41979 41994 43364 684 690 695 699 704 707 729 739

(416913 417213 41798 41812 418518 418512 41895 41940 43145) (694 696 702 703 708 709 734 736)

T9-C1 41000 410015 41330 413411 41389 41407 414310 43237 43234 774 793 800 808 819 836 838

(407016 40720 41006 410615 41164 411915 41243 43289 43285) (772 782 790 825 830 839 840)
a See the footnote of Table 5.
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Ti2þ(H2)8 complexation (25.2 wt %) would help design
effective hydrogen storage materials by Ti-decoration on or
Ti-dispersion in graphene derivatives, organic π systems with

strongly electronegative substituents, or polymer�graphene
hybrid materials.

IV. CONCLUDING REMARKS

The neutral and multiply charged titanium�H2 systems
(Ti�H2, Ti

þ�H2, Ti
2þ�H2, Ti

3þ�H2 and Ti4þ�H2) were
calculated using the B3LYP, MP2 and CCSD(T) methods with
theW*QZ basis set. The neutral Ti�H2 system has the covalent-
bonded dihydride configuration with strong d�σ* backdonation.
The Tiþ�H2, Ti

2þ�H2 and Ti
3þ�H2 complexes have the non-

covalent-bonded dihydrogen configurations with the electro-
static interaction, resulting in electron donation from the H2 σ
orbital to the metal which stabilizes the ion charge. Especially for
the Tiþ�H2 complex the empty 4s orbital plays a crucial role in
the stability. The B3LYP calculation fails to describe the binding
between a titanium trication (Ti3þ) and a hydrogen molecule.
The Ti4þ ion does not bind a H2 molecule. The predicted binding
energy of the Tiþ�H2 complex is in good agreement with the
experimental value. Among the Tiþ�H2, Ti

2þ�H2, and Ti
3þ�H2

complexes, the Tiþ�H2 system has a characteristic bonding orbital
with the d�σ* backdonation which leads to the shortest Ti�Hdis-
tance and the highest Ti�H2 asymmetric stretching frequency; the
Ti3þ�H2 system has the strong electrostatic interaction; the
Ti2þ�H2 system has the longest Ti�H distance, resulting in the
smallest red shift in theH�H stretching frequency and the smallest
Ti�H2 asymmetric stretching frequency.

Then the coordination structures of Tiþ(H2)n=1�7 and Ti
2þ-

(H2)m=1�9 were studied at the B3LYP/WTZ, MP2/WTZ, and
CCSD(T)/WTZ levels of theory. At low temperatures the most
stable structures of Tiþ(H2)n=1�7 are Q1-C2v (1 þ 0), Q2-Cs
(2þ 0), Q3-C3v (3þ 0), Q4-C2v (4þ 0), Q5-C2 (5þ 0), Q6-
C1 (6þ 0), and Q7-C1 (6þ 1), while at room temperature the
most stable structures are Q1-C2v (1þ 0), Q2-Cs (2þ 0), Q3-
C1 (3 þ 0), Q4-C2v (4 þ 0), Q5-C2 (5 þ 0), Q6-C1 (6 þ 0),
and Q7-C1b (6 þ 1). For the Ti2þ(H2)m=1�9 complexes, T1-
C2v (1þ 0), T2-C1 (2þ 0), T3-C1 (3þ 0), T4-C1 (4þ 0), T5-
C1 (5þ 0), T6-C1 (6þ 0), T7-C1 (7þ 0), T8-D2 (8þ 0), and
T9-C2 (8þ 1) are the most stable structures at low temperatures,
while T1-C2v (1 þ 0), T2-C1 (2 þ 0), T3-C1/T3-C1 (3 þ 0),
T4-C1 (4þ 0), T5-C1 (5þ 0), T6-C1 (6þ 0), T7-C1/T7-C10
(7 þ 0), T8-D2 (8 þ 0) and T9-C2 (7 þ 2) are the most stable
structures at room temperature. The Tiþ(H2)n complexes have
orbital interactions due to the d�σ* electron backdonation in
addition to weak electrostic interactions, while the Ti2þ(H2)m
complexes have relatively strong electrostatic interactions. Thus,
the binding energies of Ti2þ(H2)m complexes are larger than
those of Tiþ(H2)n. However, the Ti�H distances of Tiþ(H2)n
are shorter than those of Ti2þ(H2)m, and the H�H distances of
H2 molecules in Tiþ(H2)n complexes are longer than those in
Ti2þ(H2)m. Thus, the H�H stretching frequencies of Tiþ(H2)n
are smaller than those of Ti2þ(H2)m, whereas the asymmetric
Ti2þ�H2 stretching frequencies of Ti

2þ(H2)m are smaller than
the asymmetric Tiþ�H2 stretching frequencies of Ti

þ(H2)n. For
Tiþ(H2)n and Ti2þ(H2)m, it is possible to have up to the hexa-
coordinaton and octacoordination at very low temperatures,
respectively, while they favor penta- to hexacoordination and
hexacoordination, respectively, at room temperature and 1 atm.
This coordination structure would be important information for
the design of hydrogen storage material of Ti complexes. Indeed,
many Ti-decorated systems have been studied for their H2 storage
properties.10,32�36 From this study, we find that the titanium atoms

Figure 6. B3LYP/WTZ vibrational frequencies for theH�H stretching
modes of the ΔE0-based lowest-energy structures of Tiþ(H2)n and
Ti2þ(H2)m.
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need to have positive charges (preferentially doubly charged state
which allows the primary coordination number of 6 at ambient
conditions and up to 8 at very low temperatures near 0 K) for
better H2 storage.
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ABSTRACT: This article provides a detailed study of the structure and bonding in closo-borane cluster compounds X2B3H3

(X = BH-, P, SiH, CH, N), with particular emphasis on the description of the electron distribution using the topology of the
quantummany-body effectively unpaired density. The close relationship observed between the critical points of this quantity and the
localization of the electron cloud allows us to characterize the nonclassical bonding patterns of these systems. The obtained results
confirm the suitability of the local rule to detect three-center two-electron bonds, which was conjectured in our previous study on
boron hydrides.

1. INTRODUCTION

The physical information contained in N-electron molecular
state functions is usually summarized by means of chemical
descriptors which quantify the fundamental chemical concepts,
such as atomic and bonding populations, bond orders and ionicities
(bond multiplicities), atomic and free valencies, and others.1-12 The
electron density expressed as electron population13-16 constitutes a
tool of paramount importance in the treatments known as nonlocal or
integrated formulations.4,13-16 Complementary to these methodolo-
gies are those based on the study of the electron density F(r) and its
associatedLaplacianfieldr2F(r) through their topological structures,
i.e., the localization and classification of their critical points (cp’s), (i.e.,
maxima,minima, or saddleones).This approach to interpret chemical
information from the local point of view17-19 will be called local
formulation. A more detailed description of these methods of
study may be found in ref 20.

An exact partitioning of the electron density has been reported
so that F(r) = F(p)(r) þ F(u)(r) in which the contributions
F(p)(r) and F(u)(r), possessing different physical characters,
correspond to the effectively paired electron density and un-
paired electron density, respectively.21 Both contributions to the
electron density have been topologically described by the
localization of their critical points, the spatial shifts of these
cp’s in comparison with those of the total density, and the
determination of the domains in which these scalar fields
concentrate/reduce.21,22

It has been shown that the positions of the nuclear cp’s (ncp’s)
(local maxima placed at the nuclear positions) of F(p)(r) are
located very close to the total F(r) ncp’s, while those of F(u)(r)
are also located close to the nuclear positions but out of the
bonding region.21 Further studies dealing with the utilization of
the Laplacian functions r2F(p)(r) and r2F(u)(r) stressed the
fact that nuclear regions possess most of the effectively unpaired
electrons. Moreover, both paired and unpaired density fields

possess successive regions of concentration and depletion of
density, yielding a shell structure.22 These mentioned results
have been obtained from the application of this local formalism
to systems possessing conventional patterns of bonding.21,22

Recently, this treatment has successfully been extended to the
description of the challenging electron distribution of systems
with more complex bonding patterns, such as three-center two-
electron (3c-2e) bonds in electron-deficient boron hydrides.20

Following this line of research, our purpose is to continue
studying the capability of our tools to properly describe complex
structures of bonding. To this end we have chosen a class of
evolving pattern boron structures,23 the closo-borane family
X2B3H3 (X = BH-, P, SiH, CH, N), for which classical and
nonclassical alternatives of bonding have been suggested.24,25

The organization of this article is as follows. Section 2 briefly
reports the theoretical framework of the partitioning of the
electron density, the relationships between the density gradients
and between the Laplacian fields, and the tools used to carry out
complementary studies of topological population analysis. Section
3 describes the computational details and the discussion of the
calculations performed over the selected closo-borane X2B3H3

structures. Section 4 is devoted to the concluding remarks.

2. THEORETICAL OUTLINE

2.1. Density Decomposition. The electron density, F(r), in
an N-electron molecular system may be decomposed into two
contributions for both closed- and open-shell state functions:21,26

FðrÞ ¼ FðpÞðrÞ þ FðuÞðrÞ ð1Þ

Received: December 27, 2010
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where the effectively paired, F(p)(r), and unpaired, F(u)(r),
densities are defined by

FðpÞðrÞ ¼ 1
2

Z
dr0 1Dðrjr0Þ 1Dðr0jrÞ ð2Þ

and

FðuÞðrÞ ¼ 1
2
uðrjrÞ ð3Þ

respectively. 1D(r|r0) is the spin-free first-order reduced density
matrix (1-RDM) in the coordinate representation; its trace is the
number of electrons in the system, N.13,14 u(r| r) is the diagonal
element of the effectively unpaired density matrix defined by

uðrjr0Þ ¼ 21Dðrjr0Þ- 1Dðrjr0Þ ð4Þ
where 1D2(r|r0) is defined by the integral in eq 2.8-12 The
densities are defined as the diagonal part of the corresponding
density matrices.13,14 The traces of the effectively paired and
unpaired densities are related to the number of paired (opposite
spins) and unpaired electrons under the electron correlation
effects.8,27 Two sources of unpaired density can be pointed out:
one from the spin density (only present in nonsinglet states) and
the other from the irreducible part or many-body cumulant of the
second-order reduced density matrix (2-RDM)20,28 being sup-
ported by the Coulomb interaction between the particles.7,8,29

Hence, for state functions having all orbitals doubly occupied, as
in the closed-shell Hartree-Fock or the density functional
theory (DFT) cases, F(u)(r) is intrinsically zero21 and cannot
be considered for the electronic structure description of the
systems.
2.2. Electron Density Topology: Local Information. The

techniques used to study the electron density topology17,18 can
be applied to the total density and its two contributions from the
above-reported partition, in order to describe the bonding
features in the local frame. The localization of the cp’s of each
density contribution, their values, and the corresponding incre-
ment/decrease of the densities in their surroundings provide
enough information to describe the electron distribution.
The cp’s of the total electron density are classified regarding

two values associated with the Hessian matrix of F(r): its rank r
(number of nonzero eigenvalues) and its signature s (sum of signs
of its three eigenvalues). This information is featured as (r,s). A
cp with all negative eigenvalues is denoted as (3,-3) and is called
the nuclear critical point (ncp); it indicates a local maximum and
is placed very close to the nuclear positions. A cp with two
negative eigenvalues and a positive one is denoted by (3,-1) and
stands for a bond critical point (bcp); this type of cp corresponds
to a saddle point of the electron density and denotes a bonding
interaction between two atoms.17,18 The first two eigenvalues of
the Hessian matrix represent the curvatures of the densities along
two axes perpendicular with respect to the third one associated
with the internuclear axis. Within this framework, a covalent
bond is featured by the existence of two large negative curvatures
perpendicular to the bond line and a small positive curvature along
the bond at the position of the bcp.17,18 Other important cp’s are the
ring (rcp) and cage (ccp) critical points, which usually appear in the
complex electronic structure of molecular systems; these points are
characterized by rank and signature (3,þ1) and (3,þ3),
respectively.17,18 The value of r2F(r) is the sum of the curvatures
along the orthogonal coordinate axes; its sign indicates that the
density is locally depleted (positive) or concentrated (negative)

and constitutes valuable information to describe the behavior of
the density around a point.17-19 According to critical point
definition, the total density cp’s are found by means of the

Table 1. Local and Integrated (Nonlocal) Topological Fea-
tures of the Total Density G(r) for X2B3H3 (X = BH-, P, SiH,
CH, N) closo-Borane Systems at the CISD/6-31G** Level of
Approximationa

cp type F sequencesb bond IΩAΩB
ΔΩAΩBΩC

(3)

X = BH- c

ncp one on each B, B0 , H atom

bcp one per each of BH bond BB 0.404

one per each of B0H bond BB0 0.786

one per each of BB0 bond BH 0.068

no BB bonds present B0H 0.681

no B0B0 bonds present B0B0 0.135

rcp one per each BB0BB0 sequence BBB 0.043

ccp one BB0BB0B BB0B 0.201

B0BB0 0.000

X = P

ncp one on each P, B, H atom

bcp one per each of BP bond BP 0.853

one per each of BH bond BH 0.666

no BB bonds present BB 0.257

no PP bonds present PP 0.317

rcp one per each BPBP BBB 0.018

ccp one PBBBP BPB 0.177

PBP 0.046

X = SiH

ncp one on each B, Si, H atom

bcp one per each of BSi bond BSi 0.591

one per each of BH bond BH 0.782

one per each of SiH bond SiH 0.590

no BB bonds present BB 0.452

no SiSi bonds present SiSi 0.036

rcp one per each BSiBSi sequence BBB 0.060

ccp one SiBBBSi BSiB 0.121

SiBSi 0.022

X = CH

ncp one on each B, C, H atom

bcp one per each of BC bond BC 0.485

one per each of BH bond BH 0.547

one per each of CH bond CH 1.003

no BB bonds present BB 0.026

no CC bonds present CC 0.697

rcp one for each BCBCB sequence BBB 0.001

ccp one CBBBC BCB 0.031

CBC 0.000

X = N

ncp one on each N, B, H atom

bcp one per each of BN bond BN 0.411

one per each of BH bond BH 0.527

no BB bonds present BB 0.017

no NN bonds present NN 0.786

rcp one per each BNBN sequence BBB 0.001

ccp one NBBBN BNB 0.021

NBN 0.081
aAll quantities are in atomic units. b Indicates the nucleus at which the
ncp is located; for bcp’s, the atoms defining the bond; for rcp’s, the atoms
giving rise to the ring; for ccp’s, the atoms defining the cage. c Equatorial
and vertex boron atoms are symbolized by B and B0, respectively.



981 dx.doi.org/10.1021/ct100753q |J. Chem. Theory Comput. 2011, 7, 979–987

Journal of Chemical Theory and Computation ARTICLE

gradient of the field by

rFðrÞjrc ¼ 0 ð5Þ

and according to eq 1

rFðpÞðrÞjrc þrFðuÞðrÞjrc ¼ 0 ð6Þ

where rc = {ri
c; i = 1, ..., M} indicates the set of critical points of

Table 2. Local and Integrated (Nonlocal) Topological Fea-
tures of the Effectively Unpaired Density G(u)(r) for X2B3H3

(X = BH-, P, SiH, CH, N) closo-Borane Systems at the CISD/
6-31G** Level of Approximationa

cp type F(u) sequencesb atom uΩA

c

X = BH- d

vs (3,-3) cp one on each B, B0 , H, H0 atom B 0.154

B0 0.162

H 0.079

H0 0.080

vs (3,-1) cp one per each BB0 sequence
one per each BH and BH0 sequence
one per each BB sequence

vs (3,þ1) cp one per each BB0B sequence

vs (3,þ3) cp one B0BBBB0

X = P

vs (3,-3) cp one on each B, H atom B 0.135

one for each P atom P 0.304

H 0.073

vs (3,-1) cp one per each BP sequence

one per each BH sequence

one per each BB sequence

vs (3,þ1) cp one for each BPB sequence

one BBB

vs (3,þ3) cp one for each PBBB sequence

X = SiH

vs (3,-3) cp one on each B, H atom B 0.200

one for each Si atom Si 0.108

H (BH) 0.075

H (SiH) 0.076

vs (3,-1) cp one per each BH0 sequence
one per each BH sequence

one per each BB sequence

vs (3,þ1) cp one for each BB sequence

two for each BBB sequence

one per each BH0B sequence

vs (3,þ3) cp one SiBBBSi

X = CH

vs (3,-3) cp one on each B, H atom B 0.063

one for each C atom C 0.302

H (BH) 0.069

H (CH) 0.044

vs (3,-1) cp one per each BC sequence

one per each BH sequence

one per each BB sequence

vs (3,þ1) cp one for each BCB sequence

vs (3,þ3) cp one CBBBC

X = N

vs (3,-3) cp one on each B, H atom B 0.053

one for each N atom N 0.342

H 0.066

vs (3,-1) cp one per each BN sequence

one per each BH sequence

one per each BB sequence

vs (3,þ1) cp one for each BNB sequence

vs (3,þ3) cp one NBBBN
aAll quantities are in atomic units. b Indicates the nucleus at which the vs
(3,-3) cp is located; for vs (3,-1) cp’s, the atoms defining the bond; for
vs (3,þ1) cp’s, the atoms giving rise to the ring; for vs (3,þ3) cp’s, the
atoms defining the cage. c Effectively unpaired atomic electron index.
d Equatorial and vertex borons and their linked hydrogen atoms are
symbolized by B, B0 and H, H0, respectively.

Figure 1. Geometric conformation of closo-borane systems. Atomic
symbols are shown; X = BH-, P, SiH, CH, N.

Table 3. Density and L(r) of the Total Density F and F(u) for
X2B3H3 (X = BH-, P, SiH, CH, N) closo-Borane Systems at
Bond Critical Points of the Total Density at CISD/6-31G**
Level of Calculationa,b

systemc bond F(r)|bcp F(u)(r)|bcp -r2F(r)|bcp -r2F(u)(r)|bcp εd

(B0H-)2(BH)3
e BB0 0.1354 0.0033 0.1913 0.0010 0.4210

0.1349 0.0034 0.2028 0.0012 0.0837

BBf 0.0962 0.0024 -0.0030 -0.0014 0.5539

BH 0.1482 0.0033 -0.0294 0.0098 0.3686

0.1650 0.0032 0.4349 0.0043 0.1832

B0H 0.1470 0.0033 0.0584 0.0085 0.0000

0.1640 0.0031 0.4278 0.0040 0.0000

P2(BH)3 BP 0.1303 0.0032 0.1947 0.0125 0.1830

0.1308 0.0038 0.1942 0.0011 0.1087

BBf 0.0847 0.0023 -0.0130 -0.0008 0.2128

BH 0.1807 0.0037 0.2091 0.0117 0.2186

0.1455 0.0042 -2.1590 0.1358 8.3965

(SiH)2(BH)3 BSig 0.1006 0.0023 -0.0488 0.0063 0.3336

BBf 0.0773 0.0021 -0.1705 0.0076 8.1221

BH 0.1170 0.0019 -0.2584 0.0062 0.0000

0.1966 0.0035 0.6285 0.0038 0.1449

BH0 f 0.0650 0.0016 0.2483 -0.0054 0.1307

SiH0g 0.1170 0.0019 -0.2584 -0.0054 0.1307

(CH)2(BH)3 BC 0.1676 0.0042 -0.0582 0.0127 0.0213

0.1845 0.0039 0.3841 0.0014 0.0397

BBf 0.0972 0.0230 -0.0987 -0.0021 2.0961

BH 0.1818 0.0035 0.2050 0.0115 0.2014

0.1970 0.0032 0.6330 0.0032 0.1389

CH 0.2893 0.0046 1.0788 -0.0039 0.0000

0.2900 0.0045 1.1413 -0.0033 0.0000

N2(BH)3 BN 0.1924 0.0044 -0.5671 0.0144 0.0490

0.2155 0.0044 0.3931 0.0047 0.0581

BBf 0.1172 0.0029 -0.1748 -0.0008 1.9502

BH 0.1894 0.0034 0.2745 0.0121 0.1229

0.2043 0.0032 0.6853 0.0026 0.1012
a Second row in columns 3-7 for each bond indicates the densities and
L(r) at F(u)(r) vs (3,-1) cp. bAll quantities are in atomic units. c See
Figure 1 for atom labeling. d Ellipticity. eB0, B, vertex and equatorial
boron atoms, respectively. fThere are no bcp points for F(r) between
these atoms. gThere are no vs (3,-1) cp's for F(u)(r) between
these atoms.
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the total density F(r). As is obvious, the following relation holds:

rFðpÞðrÞjrc ¼ -rFðuÞðrÞjrc ð7Þ
whose physical meaning is that each density field component
increases/decreases its value in opposite direction. Hence, no
simultaneous increment/decrease of each one may occur at the
cp’s.21 Nevertheless, the Laplacian field of eq 1 yields

r2FðrÞjrc ¼ r2FðpÞðrÞjrc þr2FðuÞðrÞjrc 6¼ 0 ð8Þ
indicating that both r2F(p)(r)|rc and r2F(u)(r)|rc contributions
do not necessarily follow opposite trends. Hence, both densities
may simultaneously concentrate or deplete in the neighborhood
of a cp.20 The terminology vs (3,-1) cp, vs (3,þ1) cp, and vs
(3,þ3) cp will refer to (3,-1), (3,þ1), and (3,þ3) critical points
of the F(u)(r) valence shell, in analogy with the bcp, rcp, and ccp’s
of the total density, respectively. Nevertheless, it is important to
note that such points are not sensu strictu bcp, rcp, or ccp’s
because only the cp’s of the total density are able to define a bond
in the AIM topological formalism.17,18

2.3. Electron Density Topology: Nonlocal Information.
The nonlocal or integrated formalism is complementary to the
above-mentioned local one. This nonlocal formalism relates the
classical chemical concepts such as atomic charges, bond orders
and valences, etc. to physical magnitudes that quantify them, i.e.,

chemical indicators.7,8,29-31 The relations defining the relevant
magnitudes to our goal within the nonlocal AIM topological
population analysis are the two-center bond index defined as

IΩAΩB ¼ ∑
i, j, k, l

1Di
j
1Dk

l SilðΩAÞ SkjðΩBÞ ð9Þ

where Ω
A
and Ω

B
stand for Bader’s atomic domains in the

physical space,17 1Dj
i are the first-order reduced density matrix

elements, and Sij(ΩA
) are the elements of the overlap matrix over

the regionΩ
A
, in the orthogonal molecular basis set {i, j, k, l, ...},7,29

and the three-center bond index as30

IΩAΩBΩC ¼ ∑
i, j, k, l,m, n

1Di
j
1Dk

l
1Dm

n SinðΩAÞ SkjðΩBÞ SmlðΩCÞ

ð10Þ
expressing the three-center topological bonding populations by

Δð3Þ
ΩAΩBΩC

¼ 1
4

∑
PðΩAΩBΩCÞ

IΩAΩBΩC ð11Þ

where P(Ω
A
Ω

B
Ω

C
) indicates the permutations of the three

domain contributions.
As pointed out in the Introduction, the main purpose of this

paper is to study the capability of these tools to describe

Figure 2. L(r) contour maps of effectively unpaired (a, b) and paired (c, d) densities of the (BH-)2(BH)3 system: (a) on the plane containing two
equatorial boron atoms (Beq) and an X = B atom; (b) on the plane of the BBeqB atoms; (c) on the plane containing the three equatorial boron atoms
(Beq); (d) on the plane of the BBeqB atoms. Positive and negative values are denoted by solid and dashed lines, respectively.
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nonclassical patterns of bonding such as the 3c-2e, among
others. The results are reported in section 3.

3. COMPUTATIONAL DETAILS, RESULTS, AND
DISCUSSION

As is well-known, the boron atom forms electron-deficient
compounds giving rise to 3c-2e bonds in boron hydrides.23 A
previous study permitted noting that the onset of such a bonding
character seems to be closely related to the effectively unpaired
electron density distribution featured by the unpaired electron
delocalization on the bonding regions, its accumulation on the
bcp’s, and the existence of vs (3,-1) cp’s and vs (3,þ1) cp’s of
F(u)(r) between the atoms involved.26 Therefore, the next step is
to search for applications that would reveal the physical meaning
of these characteristics in more complex structures. To this end,
we have chosen a family of boron compounds, i.e., the closo-
borane clusters X2B3H3 (X = N, CH, P, BH-, SiH),23,24 which
incorporate a new feature, i.e., additional electrons provided by
the X group. These types of systems are natural candidates to
possess 3c-2e patterns of bonding. Hence, this scenario is
adequate to enlighten the nature of this pattern passing from
typical boron hydrides to more complex borane systems which
seem to have nonclassical bonding structures.24

The state functions used in this work to describe the selected
molecular systems in their singlet ground states were calcu-
lated at the level of configuration interaction with single and
double excitations (CISD) and the singlet RHF state as
reference, using the Gaussian 03 package32 with the basis sets
6-31G**. The geometries for all systems were optimized within
this approximation. The densities, their critical points, and
their Laplacian fields r2F(r) and r2F(u)(r) were determined
by appropriately modified AIMPACmodules.33 The numerical
results of the electron population analysis were obtained with
our own codes.30 For practical reasons, we will use the function
L(r) = -r2F(r) in the discussion of results as an indicator of
local concentration (positive value) or local depletion
(negative value) of the number of electrons at the point
r;20-22,26 the terms “accumulation” and “reduction” have
been proposed for the description of maxima and minima in
F(r).18,35 Because of the complex structure of the F(u)(r)
topology, we will only deal in our study with critical points
associated with its valence shells (vs) in the corresponding
systems and no reference will be made to those of the inner
shells of this density; in fact, only the former ones are involved
in bonding phenomena.

Before discussing the results, let us enunciate the previously
establish quantum based rule to detect 3c-2e bonds in borane
clusters to be applied to the complex structure of closo-borane

Figure 3. L(r) contour maps of effectively unpaired (a, b) and paired (c, d) densities of the P2(BH)3 system: (a) on the plane containing two equatorial
boron atoms (Beq) and an X = P atom; (b) on the plane of the PBeqP atoms; (c) on the plane containing the three equatorial boron atoms (Beq); (d) on
the plane of the PBeqP atoms. Positive and negative values are denoted by solid and dashed lines, respectively.
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molecular systems, in a general manner as follows: a 3c-2e bond
between atoms ABC exists if there is a vs (3,-1) cp of F(u) between
each pair of atoms involved in the three-center ABC sequence and a vs
(3,þ1) cp defined only by the atoms involved in the three-center
bond, hereafter called the local rule.20 This result seems to be the
local version of the criterion of the integrated formalism of
population analysis for detecting three-center bonding, hereafter
the integrated or nonlocal rule. That criterion settles the existence
of a 3c-2e bond between atoms ABC when fractional bond
orders IΩAΩB

appear between all possible pairs of atoms AB, BC,
and AC and an appreciable ΔΩAΩBΩC

(3) defines its strength.4,36

Because of the detailed description of the distribution from the
topological (local) view, we will adopt this form of the rule as the
indicator of the quality of the interaction between the atoms
while the integrated form is interpreted as an indicator of the
strength of such interaction; i.e., the local rule defines the
existence of such a type of interaction between the atoms while
the integrated (nonlocal) form of the rule adjudicates the
strength of the interaction by means of the population shared
by the atoms involved.

Figure 1 shows the geometric conformation of the closo-
borane cluster compounds X2B3H3 (X = N, CH, P, BH-,
SiH).23-25,34 Three boron atoms are located at the equatorial
plane, each one bonded to a hydrogen atom. The X vertex
moieties are symmetrically placed above and below the

equatorial plane.23 Table 1 contains the topological information
concerning the total density F(r), showing the localization of the
cp’s, their type and the atomic sequence which defines each of
them, the two-center bond indices IΩAΩB

, and the three-center
bonding electron populations ΔΩAΩBΩC

(3) . Table 2 is devoted to the
topological structure of F(u)(r) and the number of effectively
unpaired electron uΩA

values. Note that no reference to the
effectively paired density F(p)(r) is made in Table 2 because as
shown in previous articles, its structure is similar to that of F(r) and
therefore it does not introduce any new information.21,22

As mentioned above, Table 1 summarizes the main para-
meters describing the structure of the systems. It reports the
nonnegligible values of the two-center covalent bond indices
IΩAΩB

and the three-center populations ΔΩAΩBΩC

(3) . The informa-
tion contained in Table 1 indicates that the boron atoms in the
equatorial plane of the molecules are not bonded to each other, i.
e., there is no bcp defined by two of them in any of these systems.
However, they are bonded to the heavy atom in the X moieties.
Nonnegligible two-center indices are obtained between the
heavy atom of both X groups for X2B3H3, X = CH, N
(approximately 0.7 and 0.8, respectively); however, no bonding
character appears because there is no bcp defined between them.
This means that the electron density accumulates in a spatial
region between these atoms but it does not constitute a bond.
Such an amazing feature will be discussed in more detail later. An

Figure 4. L(r) contour maps of effectively unpaired (a, b) and paired (c, d) densities of the (SiH)2(BH)3 system: (a) on the plane containing two
equatorial boron atoms (Beq) and an X = Si atom; (b) on the plane of the SiBeqSi atoms; (c) on the plane containing the three equatorial boron atoms
(Beq); (d) on the plane of the SiBeqSi atoms. Positive and negative values are denoted by solid and dashed lines, respectively.
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rcp for each sequence formed by two of the equatorial boron
atoms and the heavy atom of both X moieties is present in the
systems. All the systems possess one ccp formed by these two
atoms and the three equatorial boron atoms. Regarding the
three-center populations, we may note that the BBB equatorial
sequence shows low values indicating a small shared population
of 0.043, 0.018, and 0.060 for X = BH-, P, and SiH, respectively,
and a negligible one for X = CH and N. However, the sequence
BXB shows such a type of bonding population increasing from
0.021 to 0.201 according to N < CH < SiH < P < BH-. Some of
the systems also show XBX nonnegligible populations, indicating
weak 3c-2e bonds for X = P, SiH, and N. The cases of X = BH-

and CH do not show this bonding character.
Table 2 collects the information from F(u)(r) required to apply

the local form of the rule to detect 3c-2e bonds.20 Hence,
following this rule, all systems except X = SiH possess 3c-2e
bonds formed by the heavy atom of the X moiety and two
equatorial boron atoms, i.e., BXB; the strength of each of these
bonds is stated by the corresponding three-center population
collected in Table 1, as reported above. The unpaired electron
distribution around the Si atom is particularly complex, and it is
not possible to assign a vs (3,-1) cp to the BX interactions in this
case. However, the appearance of a vs (3,-1) cp for the
sequences BB and BH0 (where H0 represents the hydrogen atom
in the X = SiH moiety) and a vs (3,þ1) cp for each BH0B

sequence may be noted. These last features could explain the
0.121 three-center population reported in Table 1 for the BSiB
sequence of this complex system. The observation of the incre-
ment of the uΩ populations of the boron atoms in the equatorial
plane following the sequence N < CH < P < BH- < SiH and a
corresponding decrease of that of X’s (see Table 2) may be
interpreted as a transference of unpaired electron population
from the three equatorial boron atoms toward the heavy atoms in
the X moieties in all systems considered.

Table 3 and Figures 2-6 permit completion of the description
of the above featured behavior of the electron distribution in the
reported systems. Table 3 collects the values of the total and the
unpaired densities and their associated Laplacian fields at the
neighborhoods of the bcp’s and vs (3,-1) cp’s. Figures 2a,b-6a,
b show the unpaired density maps on the planes defined by two
equatorial boron atoms and the heavy atom of the X moiety and
on the plane defined by the heavy atom in both Xmoieties and an
equatorial boron atom, respectively. The paired density maps are
shown on the equatorial plane in Figures 2c-6c, and
Figures 2d-6d show this density at the same plane as
Figures 2b-6b. The sign of the L(r) function in Table 3 reveals
concentration of both total and unpaired densities at the BX bcp
and the vs (3,-1) cp for the X = BH-, P systems; Figures 2a,b and
3a,b show that such concentration of F(u)(r) spills on the inter-
nuclear bonding spatial regions of these systems, as previously

Figure 5. L(r) contour maps of effectively unpaired (a, b) and paired (c, d) densities of the (CH)2(BH)3 system: (a) on the plane containing two
equatorial boron atoms (Beq) and an X = C atom; (b) on the plane of the CBeqC atoms; (c) on the plane containing the three equatorial boron atoms
(Beq); (d) on the plane of the CBeqC atoms. Positive and negative values are denoted by solid and dashed lines, respectively.
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noted for boron hydrides.20 The remaining systems, X = SiH, CH,
andN, showmarked depletion of F(r) at the BX bcp, while F(u)(r)
remains concentrated at the vs (3,-1) cp’s (cf. Table 3); i.e., there
is an important shift of the bcp and vs (3,-1) cp; Figures 4a,b, 5a,b,
and 6a,b complement this result showing the unpaired density
depletion in the spatial region between the above-mentioned
atoms and its accumulation close to the nuclear positions. Hence,
F(u)(r) becomes accumulated in all systems at bcp’s, while F(r)
does not. This behavior may not show either ionic or covalent
trends,22 which indicates a more complex type of bonding as
described previously for boron hydrides.20

The results described above evidence the presence of complex
patterns of bonding, i.e., the existence of 3c-2e bonds defined by
the BXB atoms. However, there is no evidence of 3c-2e BBB
bonds. These reasons lead to consideration of nonclassical
patterns of bonding for the electronic structure of all systems
treated in this work (cf. ref 24). An important feature within these
nonclassical structures that deserves discussion to complete the
understanding of the electronic structure of these systems is
related to the high value of some covalent two-center bond
indices, i.e., between two equatorial boron atoms or between two
heavy atoms, one on each X moiety, despite no bcp defining a
true bond between them. This may be considered as a feature of
the electron distribution that relates to some extent the nonlocal

and the local formulations of description. Let us begin with the
first of the mentioned sequences, that is, the BB equatorial boron
atoms. The IΩBΩB

value increases following the N < CH < P <
BH- < SiH ordering. To explain this behavior, we may note the
contour maps of the L(r) function of the effectively paired
densities on the equatorial plane of the molecule (Figures 2c-6c),
bearing in mind that integration of this density inside the corre-
sponding atomic basins determines the two-center index (cf. eq 9).
The systems with X = SiH, BH-, and Pmoieties have appreciable
values of 0.452, 0.404, and 0.257, respectively, for these IΩBΩB

indices, in agreement with the pair density accumulation in the
internuclear regions shown in Figures 2c-6c. Very small bond
indices of 0.026 and 0.017 for X = CH and N, respectively, are
due to the marked depletion of the density in the mentioned
regions. A similar analysis may be performed for the bondings
between the heavy atoms of the X moieties, graphically shown in
Figures 2d-6d. Finally, it is worth noting the relation between
the covalent bond indices IΩBΩB

and IΩXΩX
. It may be noted that

IΩBΩB
increases from 0.017 to 0.452 following the sequence

mentioned above, while IΩXΩX
decreases following the inverse

sequence from 0.786 to 0.036. Therefore, the equatorial boron
atom bonding populations decrease according to the increase of
the bonding electron population of the heavy atom in the X
moiety, in agreement with the increase of its electronegativity.

Figure 6. L(r) contour maps of effectively unpaired (a, b) and paired (c, d) densities of the N2(BH)3 system: (a) on the plane containing two equatorial
boron atoms (Beq) and an X =N atom; (b) on the plane of theNBeqN atoms; (c) on the plane containing the three equatorial boron atoms (Beq); (d) on
the plane of the NBeqN atoms. Positive and negative values are denoted by solid and dashed lines, respectively.
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4. CONCLUDING REMARKS

It is well-known that B atoms tend to form electron-deficient
compounds, particularly in boron hydrides. In this work, we have
dealt with closo-borane molecular systems, where additional
electrons are available and therefore such electron deficiency is
broken. Our main goal has been to characterize and to test our
previously stated rule to detect and describe systems possessing
3c-2e complex patterns of bonding. From the present study we
may conclude that the topological description of the local rule
has been successfully applied to these type of systems and its
nonlocal counterpart acts as an indicator of the strength of this
interaction. Although the systems are not electron deficient,
F(u)(r) remains spilled on the spatial bonding regions as noted
previously in boron hydrides. Besides, it may be pointed out that
the only knowledge of the total density does not provide a
complete description of the electron structure of these type of
systems. Therefore, the topology of F(u)(r) supplies some new
type of information regarding the structure of the electron
distributions of complex systems.

A result dealing with the strength of the covalent bond order
IΩAΩB

and the existence of a bond critical point bcp which defines
the linkage between atoms in the molecule may be remarked: an
appreciable IΩAΩB

does not always imply the existence of a true
bond (for instance IΩNΩN

= 0.786 in N2B3H3 but there is no bcp
between two atoms). This is an amazing result that merits a
further detailed study on systems with complex patterns of
bonding. Extensions of this type of analysis which exploits the
information contained in F(u)(r) to understand other complex
bonding systems such as organometallic and hydrogen bonded
compounds are being considered in our laboratories.
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ABSTRACT:Correlated ab initio wave function calculations have been performed, using nonrelativistic frozen core MP2 complete
basis set extrapolation model chemistry. The calculations have been made for three test sets of gas-phase saccharide conformations
to provide reference values for their relative energies. The remaining correlation effects are estimated from frozen core coupled-
cluster singles and doubles [CCSD(T)] calculations. The test sets consist of 15 conformers of R- and β-D-allopyranose, 15 of 3,6-
anhydro-4-O-methyl-D-galactitol, and four of β-D-glucopyranose. For each set, conformational energies varied by about 7 kcal/mol.
These benchmark quality relative conformational energies are used to re-evaluate the performance of the best density functional
methods for conformational analyses of saccharides. Our results show that the B3PW91 and PBE0 relative energies are
systematically better than the B3LYP and M05-2X results. Overall, the functionals based on the exact constraints perform better
for the relative energies of monosaccharide conformers than the empirically fitted functionals.

1. INTRODUCTION

This paper is a continuation of our recent study about the
performance of various model chemistries on carbohydrate
conformations.1 We use three test sets that sample the lowest
6�7 kcal/mol energy range of conformation space. The AnGol15
test set contains 15 conformers of 3,6-anhydro-4-O-methyl-D-
galactitol (cf. Figure 1). The GLC4 test set contains two low energy
4C1 chair and two higher energy 1C4 chair forms of β-D-glucopyr-
anose. The ALL15 test set contains 13 4C1 structures (8 R- and 5
β-anomers, with gg, gt, and tg hydroxymethyl rotamers) and 2 1C4

conformers of R- and β-D-allopyranose.
In our previous paper1 we tested nonempirical functionals, such

as the local spin density approximation (LSDA), generalized
gradient approximation GGA (e.g., Perdew�Burke�Ernzerhof,
PBE)2, and meta-GGA (e.g., Tao�Perdew�Staroverov�Scuseria,
TPSS).3 We also tested semiempirical global hybrid functionals like
PBE0,4,5 B3LYP,6 and B3PW917,8 and a many-fit-parameter em-
pirical hybrid functional, M05-2X.9,10 Our results showed a good
performance of M05-2X methods for the ALL15 and AnGol15 test
sets. However, for the GLC4 test set, the PBE and several other
functionals performed better than the M05-2X functional.1

Because the best density functionals might reach a consider-
able accuracy, the uncertainties in the reference relative energies
for the conformational space of carbohydrates make the evalua-
tion and ranking of the approximate methods uncertain. Mono-
saccharides are relatively large molecules (containing almost 100
electrons). Thus obtaining accurate relative energies requires a
very large computational effort that uses a correlated wave
function.

Calculations using the canonical MP2 method (O(N)5 scaling
of computer time with the size N) are such an effort. The slow
convergence of the relative energies with the cardinal number of

the basis set also worsens the problem. An earlier canonical MP2
study11 found that for alanine octapeptides, the basis set errors
exceeded 4 kcal/mol when the augmented triple-ζ basis set
was used.

The pseudospectral local MP2 (LMP2) approximation12,13 of
the canonical MP2 is considerably faster than MP2 and approaches
linear scaling for large systems. Another possible advantage is that
the LMP2 results are less affected by the basis set size. Even
augmented double-ζ basis sets yielded reasonably accurate relative
energies for peptides if the domain selection is based on the natural
population analysis and natural localized molecular orbitals.11,14

It was observed that this method yields more stable domains with
respect to the basis set and geometry of peptides than the
conventional method (for details see ref 11). However, LMP2
neglects dispersion-relevant double excitation terms, and a
consistent domain selection is critically important for good
relative energies of different conformers. We have found1 that
the LMP2/cc-pVTZ(�f) and MP2/aug-cc-pVTZ model che-
mistries give somewhat similar relative energies for the confor-
mers in the GLC4 and ALL15 test sets. However, the agreement
between LMP2 and MP2 results was considerably worse for
larger basis sets and for the AnGol15 test set, possibly due to
problems with the applied LMP2 domain selection method. In
this paper we check whether this divergence between the LMP2
and MP2 methods persists at the basis set limit.

Finally, as the MP2 method misses a large part of the
correlation energy, the more expensive CCSD(T) calculations
(O(N)7 scaling of computer time with the size N) might be
necessary for improved relative energies. Recently Goerigk and

Received: January 4, 2011
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Grimme15 performed high-level calculations for the AnGol15
and the GLC4 test sets (called the SCONF subset of the
GMTKN24 test set). The MP2/complete basis set (CBS) limit
was estimated from aug-cc-pVDZ and TZ energies. The differ-
ences between CCSD(T) and MP2 correlation energies for the
AnGol15 test set were estimated with the cc-pVDZ basis set. The
reference values for the GLC4 set were provided by one of us in a
private communication (MP2/CBS with aug-cc-pVTZ and aug-
cc-pVQZ; difference between CCSD(T)/cc-pVTZ and MP2/
cc-pVTZ).15

In the current study we go further and perform calculations up to
theMP2/cc-pV5Zmodel chemistry using the optimized B3LYP/6-
31þG(d,p) geometries. Formore accurate estimation of the relative
energies we also include CCSD(T) results for the GLC4 test set.
This allows the accuracy of our earlier reference data to be checked
and we can replace the less accurate reference values.

We observed in our earlier study that our assessment of the
performance of a given density functional theory (DFT) approxima-
tionmight depend critically on the choice of the reference conformer
(see Section 4.1). In this study we shall show how the choice of the
reference conformer influences the accuracy of the CBS extrapola-
tion. We shall select the conformer pairs for which the CBS
extrapolation is particularly accurate, andwe shall use these accurately
known relative energies for the evaluation of the functionals. Given
the new reference data, we re-evaluate the best DFT functionals.

2. METHODS

2.1. Complete Basis Set Extrapolation. We have performed
frozen core MP2 calculations with cc-pVXZ (X = 3�5) and aug-
cc-pVXZ (X = 3�4) correlation-consistent basis sets denoted as
VXZ and AVXZ, respectively, in the remainder of the article, where
X is the cardinal number of the correlation-consistent basis set. As
these basis sets are expensive, we also tested a simplified AV3Z basis
set. The aV3Z(�df) basis set contains no diffuse and d functions for

H atoms and no f functions for C andO atoms. All calculations were
performed with MOLPRO.16

TheHF and theMP2 correlation complete basis set extrapolations
were done separately. For a given conformer the MP2 total energy is
composed from the HF and the MP2 correlation energy correction:

EMP2ðiÞ ¼ EHFðiÞ þ EMP2corrðiÞ ð1Þ
For two-point extrapolations we use the following simple formula:

Em½X � 1,X� ¼ Em½X� þ Cm½X � 1,X�ðEm½X� � Em½X � 1�Þ
ð2Þ

where Cm[X� 1, X] is the extrapolation coefficient for correlation-
consistent basis sets, andm is themethod,HForMP2 correction for
correlation. Note that different forms exist for two-point extrapola-
tion, but all these formulas give the same Cm[X� 1, X] coefficient
after fitting to the same reference data.
2.2. Extrapolation of the HF Energy.We do not discuss the

various (inverse power law, exponential) forms of the fit equa-
tions here; more details are in ref 17. For the AV[3,4]Z
extrapolation, the following CHF[X � 1, X] coefficient can be
derived from the A þ B/XR form:

CHF½3, 4� ¼ 1

4
3

� �R

� 1

¼ 0:274,

rmsd ¼ 0:13kcal=mol ð3Þ
where R = 5.34 is an effective decay exponent obtained by
minimizing the root-mean-square deviation (rmsd) from the
numerical HF Em[¥] for the test set proposed by Jensen.18

Karton and Martin17 have found that the A þ B/X5 extra-
polation used inW1 theory gives reasonable results for AV[3,4]Z
extrapolation. (Note that the fitted R = 5.34 parameter in eq 3 is
close to 5). But the Aþ B/X5 extrapolation gives poor results for
AV[4, 5]Z and AV[5, 6]Z extrapolation. Those results are worse
than the simple AV5Z and AV6Z results, respectively.
For the more accurate AV[4,5]Z extrapolation, a different

optimized coefficient was found:17

CHF½4, 5� ¼ 1

5
4

� �8:74

� 1

¼ 0:166,

rmsd ¼ 0:08kcal=mol ð4Þ
It was also observed17 that the conventional three-point geo-
metric extrapolation with the AV[3,4,5]Z basis sets gives inferior
results compared to the simple AV5Z results.
The aug-cc-pV(n þ d)Z basis sets19 contain an extra high-

exponent d function for second-row atoms, in order to recover
“inner polarization” effects.20 For the aug-cc-pV(n þ d)Z basis
sets (n g 4), a very similar CHF[4, 5] was found:

17

CHF½4, 5þ d� ¼ 1

5e9ð
ffiffi
5

p � 2Þ

6
� 1

¼ 0:167 ð5Þ

The optimized coefficients in eqs 3�5 might show some
transferability, as comparison of eqs 4 and 5 shows some basis set
independence. But in general such coefficients should be reopti-
mized for different test and basis sets, leading to various empirical
coefficients.

Figure 1. The five lowest energy and the seventh S1þ conformers of
the AnGol15 conformational space.
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2.3. Extrapolation of the Correlation Energy. For frozen
core MP2 or coupled cluster (CC) correlation energy, it was
assumed that the basis set convergence follows an X�3 law with
respect to the cardinal number X of the correlation-consistent
basis sets.21 The two-point CBS MP2 correction for correlation
can be derived from the form A þ B/X:3

CMP2corr½3, 4� ¼ 1

4
3

� �3

� 1

� 0:730 and

CMP2corr½4, 5� ¼ 1

5
4

� �3

� 1

� 1:049 ð6Þ

Notice that L�3 and L�5 laws were found for the unlike- and the
like-spin pairs for MP2 correlation energy, where L is the largest
angular momentum in the basis set.22 Even in these cases the
basis set convergence follows an X�3 law. However, for the
He�He interatomic potential, separate extrapolation of singlet
and triplet pairs improves the results.23 Notice also that the
extrapolation formula in eq 2 is a linear combination of two
energies. Consequently optimized geometries and transition
structures can be obtained readily from linear combinations of
gradients and Hessians.24,25 The higher level correlation is
estimated from the difference of MP2 and CCSD(T) relative
energies calculated with a moderately large AV3Z(�df) basis
set. This simplification is necessary as the CCSD(T)/AV3Z
calculations are prohibitively expensive for monosaccharides. It
is assumed that this procedure gives reasonable CCSD(T)/
CBS relative energy estimations.

3. RELATIVE ENERGIES

The relative energies are defined as the difference between the
energy of the ith conformer and the energy of an r reference
conformer (i 6¼ r) using the given model chemistry:

ΔEmodelði, rÞ ¼ EmodelðiÞ � EmodelðrÞ ð7Þ
Note that this way the large total energy terms translate into
much smaller reference relative energy terms.

The relative energy difference for the ith conformer between
two model chemistries, modelA and modelB is:

ΔΔEmodelA-modelBði, rÞ ¼ ΔEmodelAði, rÞ �ΔEmodelBði, rÞ
ð8Þ

where the difference between the two models can be in the
basis set or in the treatment of electron correlation. For the
present paper the relative energy difference between corre-
lated (MP2 or CCSD(T)) and HF methods is particularly
important and denoted as ΔEMP2corr(i, r). To obtain MP2/
CBS relative energies, we sum CBS estimations of the HF and
MP2corr:

ΔEMP2=CBSði, rÞ ¼ ΔEMP2corr=CBSði, rÞ þΔEHF=CBSði, rÞ ð9Þ
The model chemistry and reference conformer dependent

mean deviation (MD) is defined as

MDmodel A-model BðrÞ ¼ 1
n� 1

∑
n

i¼ 1
ΔΔEmodel A-model Bði, rÞ

ð10Þ

and the model and reference conformer dependent mean absolute
deviation (MAD) is defined as:

MADmodel A-model BðrÞ ¼ 1
n� 1

∑
n

i¼ 1
jΔΔEmodel A-model Bði, rÞj

ð11Þ

Within a given test set of conformers, the mean deviation and
the mean deviation between the two compared models depend
on the choice of the reference conformer. This makes the
evaluation and comparison of model chemistries noninvariant
under the choice of the reference conformer. The range of the
relative difference (RRD) = max ΔΔE � min ΔΔE can be used
as an invariant measure of the model chemistry dependent but
reference conformer independent relative energies, where max
ΔΔE is the most positive and min ΔΔE is the most negative
relative energy difference.

For specific groups of conformers, accurate relative energies
can be obtained at a considerably reduced cost, if one or more of
the following conditions are fulfilled:
(1) The basis set dependence of the relative HF energy is less

than 0.1 kcal/mol: |ΔEHF/V4Z(i, r) � ΔEHF/V3Z(i, r)| <
0.1 kcal/mol.

(2) The relative correlation energy is small: |ΔEMP2corr/V3Z(i,
r)| < 0.05 kcal/mol.

(3) The basis set dependence of the relative correlation
energy is less than 0.1 kcal/mol: |ΔEMP2corr/V4Z(i, r) �
ΔEMP2corr/V3Z(i, r)| < 0.1 kcal/mol.

The consequence of fulfilling conditions 1 and 2 is that the
MP2/CBS relative energies can be estimated from HF/V3Z
results with a small error. This is the basis of the earlier
observations that HF relative energies are surprisingly good for
several test sets. But this good performance is occasional and
based on special structural similarity, as we shall show in this
paper. Fulfillment of condition 3 alone makes the MP2/V3Z
results a good estimation of the MP2/CBS relative energies.

4. RESULTS AND DISCUSSION

4.1. 3,6-Anhydro-4-O-methyl-D-galactitol Conformers. The
schematic representations of the torsion angles in the 3,6-anhydro-
4-O-methyl-D-galactitol (AnGol) and the full conformational space
can be found in refs 1 and 26. AnGol has a flexible five-membered
ring and six exocyclic torsion angles. The two main stable con-
formations of the five-membered ring were denoted as North (N)
(Cremer�Pople puckering27 parameter φ ≈ 250�320�) and
South (S) (φ ≈ 120�). The 15 conformers numbered from 1 to
15 were designated as S1�, S2�, S4�, S3�, N1�, N2�, S1þ,
S2þ, N3�, N1þ, S4þ, S3þ, N3þ, N2þ, andN4þ, respectively in
refs 1 and 26. The positions of the exocyclic torsions of six
conformers are shown in Figure 1. These torsions are explained
in detail in the Supporting Information. This conformational space
differs from the typical monosaccharide conformational space of
allopyranose or glucopyranose, as also shown in the Supporting
Information.
Traditionally the most stable conformer is selected as refer-

ence. Figure 2 shows the dependence of the HF relative energies
on the cardinal number X of the VXZ basis sets if S1� is the
reference conformer (the relevant total energies are shown in the
Supporting Information). Condition 1 is fulfilled for the relative
HF energies of the first two conformers, S1� and S2�, and the
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HF/V3Z result is practically converged. The figure also shows
that this is not true for the other 13 conformers.
Figure 3 shows how the HF relative energy differences,

ΔΔEHF(i, 1) (kcal/mol) change with increase of the cardinal
number of the basis set by one, if the S1� conformer is the
reference. This figure shows how small is the basis set dependence
of the HF relative energies for S1� and S2� conformers. However,
this is not true for the other conformers; the largest difference can be
observed for N4þ conformer. The figure also shows how much
better the V4Z basis set is than the V3Z (RRD = 0.22 vs 0.68
kcal/mol, respectively).
Figure 4 shows how the basis set convergence changes if we

choose the third (S4�) conformer as reference. The relative HF
energies of S4�, S3�, and S1þ conformers converge parallel
with the increase of the basis set, and the relative HF energies
N1�, S2þ, N3þ, and N2þ conformers behave very similarly
within 0.1 kcal/mol. The sets {S1�, S2�} and { S4�, S3�, S1þ,
N1�, S2þ, N3þ, N2þ} fulfill criterion 1. Thus even the relative
energies calculated with V3Z basis set are practically converged.
A similar observation can be made for the {N1þ, S4þ, S3þ} set.

Figure 5 shows the AVXZ and VXZ (X = 3�5) basis set
dependence of the relative MP2 correlation energies compared to
the lowest energy S1� conformer. Comparison of the Figures 2 and
5 shows the important contribution of theMP2 correlation energy to
the relative energies. The HF/V5Z relative energy differences span a
range of 3 kcal/mol, while theMP2corr/V5Z energy differences span
almost 5 kcal/mol. Another, somewhat surprising observation is that
the HF relative energies converge in bigger steps than that of the
MP2corr relative energies. Consequently for several conformers the
larger part of the error of MP2/V3Z relative energy comes from the
HF error. So the convergence of the HF relative energies is
particularly important for these conformers. This again depends on
the choice of the reference conformer (cf. Figures 3, 4, 6, and 7). The
results show that there is almost no difference between the MP2
relative correlation energies of S1� and S2� conformers (conditions
1 and 2 are fulfilled). This makes the ΔEMP2/CBS(2, 1) ≈ ΔEHF/
V3Z(2, 1). Thus for these two conformers the inexpensive HF/V3Z
relative energy (0.87 kcal/mol) is close to the very expensive MP2/
CBS[4, 5] relative energy (0.88 kcal/mol). Notice that the CCSD-
(T)/CBS relative energy is 0.83 kcal/mol,15 thus ΔECCSD(T)/CBS-
(2,1) ≈ ΔEHF/V3Z(2, 1), with the negligible error of 0.05 kcal/mol.

Figure 2. The HF relative energies, ΔEHF(i, 1) (kcal/mol) of the
members of the AnGol15 test set, calculated with basis sets with cardinal
numbers from 3 to 5, compared to the most stable S1� conformer (no. 1).

Figure 3. The HF relative energy differences,ΔΔEHF(i, 1) (kcal/mol),
between the elements of the AnGol15 test set, compared to the most
stable S1� conformer (no. 1). E(VXZ) � E(VX þ 1Z) means the
difference between the relative energies for cardinal number of X.

Figure 4. The HF relative energy differences,ΔΔEHF(i, 3) (kcal/mol),
between the elements of the AnGol15 test set, compared to the S4�
conformer ( no. 3).

Figure 5. TheMP2 relative correlation energies,ΔEMP2corr(i, 1) (kcal/
mol), of the elements of the AnGol15 test set, calculated with basis sets
with cardinal numbers from 3 to 5, compared to the most stable S1�
conformer (no. 1).
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Figure 6 shows that the relative MP2 correlation energy is
practically basis set independent for S1� and N3þ (1 and 13)
conformers. Thus condition 3 is fulfilled, and this makes the
ΔEMP2corr/CBS(13, 1) = ΔEMP2corr/V3Z(13, 1) = 3.36 kcal/mol. As
condition 1 is not valid, we have to calculate the HF/CBS energy:
ΔEMP2/CBS(13, 1) ≈ ΔEMP2corr/V3Z(13, 1) þ ΔEHF/CBS(13, 1).
Figure 6 also shows that condition 3 is also valid for N1�, N2�,
N3�, and N2þ (5, 6, 9, and 14) conformers and |ΔEMP2corr/CBS

(i, 1) � ΔEMP2corr/V3Z(i, 1)| < 0.13 kcal/mol for these conformers.
This conditionmakes theMP2corr/CBS extrapolation quite reliable.
Figure 7 shows that the relative MP2 correlation energies of

the S4�, S3�, S1þ, S2þ, N1þ, and S4þ (3, 4, 7, 8, 10, and 11)
conformations also fulfill condition 3, making MP2corr/CBS
extrapolation very accurate within this subset.
Table 1 summarizes theMP2 andCCSD(T) results and statistics

for the relative energies compared to S1� conformer. We use the
CCSD(T)/CBS results15 as reference. TheMP2/CBS[3, 4, 5] uses
the conventional three point geometric extrapolation formula for
HF basis set limit. TheMP2/CBS[4, 5] uses theHF limits obtained
from eq 4. Both extrapolations use the two point MP2corr/CBS[4,
5] (cf. eq 6). The MP2/CBS[4, 5] results are closer to the MP2/
V5Z andCCSD(T)/CBS results.Wehave also performed anMP2/
CBS[A3, A4] extrapolation using eqs 3 and 6. This extrapolation
uses AV3Z and AV4Z basis sets, and it gives particularly good
agreement with the MP2/V5Z results. The economical 6-311þG-
(d,p) basis set used in earlier studies26 gives the largest basis set
error. The simplified aV3Z(�df) basis set shows a particularly good
performance due to the compensation of theHF andMP2 errors (cf.
Figures 2 and 5); however, such an error compensation is unreliable
as we shall show in Section 4.3. The diffuse functions added to the
triple-ζ basis sets of the oxygen atoms are essential for the correct
description of the electron densities around the oxygen atoms
(lone pairs) and the O�H 3 3 3O interactions. However, on the
hydrogen atoms the diffuse functions have a negligible effect on
the relative energies.
The results show that for the AnGol15 test set, the LMP2 and

MP2 results diverge at the basis set limit (cf. Table S3 in the
Supporting Information). This is in agreement with our previous
observation of a considerable difference between the MP2 and
LMP2/AV3Z relative energies for these conformers.1 Similar
problems were noticed with the LMP2 implementation in the
JAGUAR program.28

Finally we summarize the most accurately known relative
energies in Table 2 for various reference conformers. Analysis
of the results shows the excellent performance of the smallest
aV3Z(�df) basis set for these conformer pairs and the almost
perfect agreement between MP2/V5Z, CBS[A3, A4], and CBS-
[4, 5] results (MAD = 0.03 kcal/mol). The MP2 and CCSD(T)
results also agree well statistically (MAD = 0.1 kcal/mol). The
largest CCSD(T) correction (about 0.2 kcal/mol) to the MP2 can
be found for the relative energies of {13, 1}, {10, 3} and {13, 14}
conformer pairs.
4.2. β-D-Glucopyranose Conformers. The GLC4 test set is

composed of two low-energy 4C1 conformers (1 and 2) and two
1C4 conformers (3 and 4) of β-D-glucopyranose, as shown in
Figure 8. These four conformers were used for testing KS-DFT
functionals before.29,30 In our previous work,1 we used the MP2/
aV3Z(�df)//B3LYP/6-31þG(d,p) model chemistry as a refer-
ence (cf. Table 3).
The GLC4 test set is an interesting example for a situation in

which the less stable 1C4 conformer has stronger stabilizing
electron correlation effects than the most stable 4C1 conformer.
This situation is very different from that of observed for the
AnGol15 test set in which the electron correlation effects mostly
destabilize the higher energy conformers (cf. Figure 5). If one
unites the AnGol15 and GLC4 test sets, the opposite errors from
incorrect treatment of the electron correlation might cancel, and
the results might improve statistically but not in reality. We treat
the two test sets separately.
It was observed earlier that the double-ζ polarized (DZP)

basis set gives surprisingly good HF relative energies for 1C4 and
4C1 conformers of β-D-glucopyranose29,30 and very poor MP2
relative energies. From our results it is clear that the origin of
these good HF/DZP results is a large, 6�7 kcal/mol basis set
error that erroneously stabilizes the 1C4 conformers. The oppo-
site exchange�correlation effects might systematically compen-
sate each other29,30 and help the semilocal DFT approximations
to give reasonable results.
InTable 3we showour highest levelCCSD(T)/CBSestimations

of the relative energies. Thesewere calculated fromMP2/CBS[4, 5]
and CCSD(T) correction to the MP2/V3Z(�df) relative energies.
This correction stabilizes the 1C4 conformers by about 0.2�0.3
kcal/mol compared to the reference conformer. The results in
Table 3 show again the surprisingly good performance of the least
expensive MP2/aV3Z(�df) model chemistry (MAD = 0.2 kcal/

Figure 6. TheMP2 correlation relative energy differences,ΔΔEMP2corr-
(i, 1) (kcal/mol), between the elements of the AnGol15 test set,
compared to the most stable S1� conformer (no. 1). E(VXZ) � E(VX
þ 1Z) means the difference between the relative energies for cardinal
number of X.

Figure 7. TheMP2 correlation relative energy differences,ΔΔEMP2corr-
(i, 3) (kcal/mol), between the elements of the AnGol15 test set,
compared to the S4� conformer (no. 3). E(VXZ) � E(VX þ 1Z)
means the difference between the relative energies for cardinal number
of X.
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mol). This confirms that our earlier reference1 is relatively good, but
it cannot distinguish betweenKS-DFT functionals with small errors.
Our results show that the more expensive MP2/V3Z and AV3Z
models perform worse (MAD = 1.28 and 0.27 kcal/mol, re-
spectively). These results support our earlier observations about
the particular importance of the diffuse functions on the oxygen
atoms (cf. O�H 3 3 3O interactions) and their unimportance for the
hydrogen atoms. The CBS[A3, A4] limit results agree particularly
well again with the almost converged V5Z results. The conventional
three-point geometric extrapolation formula for HF combined with
a two-point MP2corr/CBS[4, 5] extrapolation, annotated as CBS-
[3, 4, 5] in Table 3, shows again worse agreement with the MP2/
V5Z and CCSD(T)/CBS results than the CBS[4, 5] extrapolation.
There is a slight disagreement between our new results and the
previous CCSD(T)/CBS15 estimation of the relative energies
(MAD = 0.07 kcal/mol) because here we used the MP2/CBS
[4, 5] estimation that was not available earlier.
4.3. D-Allopyranose Conformers. For the ALL15 test set1 we

selected 15 optimized B3LYP/6-31þG(d,p) conformers out of
102 recently published R- and β-D-allopyranose conformers.31

The test set includes 13 4C1 conformers (8 R- and 5 β-anomers,
with gg, gt, and tg hydroxymethyl rotamers), one R- and one
β-1C4 conformer. The first, low-energy reference conformer is
the 4C1R-D-allopyranose denoted as conformer 1 in Figure 9. Ref
1 gives a detailed description of the ring conformations, the
anomers, and the exocyclic torsional angles. This test set is
particularly suitable for demonstrating the importance of elec-
tron correlation for anomeric effects and ring conformations.
In our previous paper1 we chose theMP2/aV3Z(�df) relative

energies as reference for the ALL15 test set. The results in
Table 4 show a reasonable performance of the MP2/aV3Z(�df)
model chemistry (MAD = 0.2 kcal/mol, RRD = 0.8 kcal/mol).
The error compensation of the aV3Z(�df) basis set is less

efficient for the ALL15 conformers than it was for the AnGol15
conformers. Because of this, our earlier reference1 is not suitable
to correctly judge the performance of the functionals with small
0.2�0.5 kcal/mol deviations. The MP2/AV3Z relative energies
are better (MAD = 0.1 and RRD = 0.4 kcal/mol), and the MP2/
V5Z relative energies are very well converged. Consequently the
MP2/CBS[4, 5] relative energies are reliable within 0.1 kcal/mol.
Conditions 1 and 2 are valid for the subset of {1, 8, 15}; thus

even theHF/V4Zmodel chemistry gives converged relative energies.
For the subsets of the conformers {1, 4, 5, 7, 8, 10, 14, 15} and {2, 6,
9, 11, 12} the condition 3 is valid. For these subsets even the
MP2/AV3Z relative energies are well converged (cf. Table 4).
According to the HF/CBS results the most stable conformer is

3 (β-4C1) (cf. Figure 9) and ΔEHF/CBS(3, 1) = �2.63 kcal/mol.
The HF method erroneously stabilizes the β anomers by about
2.8�3.3 kcal/mol (cf. conformers 2, 3, and 6 in Table 4; the HF
energies can be found in the Supporting Information). The MP2
electron correlation effects stabilize the R anomers and make
conformer 1 (R-4C1) the most stable (cf. Table 4). This is another
example of the stabilizing correlation effects (cf. the GLC4 test set).

5. EVALUATION OF THE DENSITY FUNCTIONAL
RESULTS

The most stable conformers of the AnGol15, GLC4, and
ALL15 conformational space are special in the gas phase. In these
conformers the O�H 3 3 3O interactions show stabilizing coop-
erative effects. Overestimation of these stabilizing effects makes
the first conformer too stable compared to the other conformers
and leads to too-large relative energies. Underestimation of these
stabilization effects leads to too-small relative energies and thus
negative deviations from the accurate relative energies.
The GLC4 test set is an interesting counter example: the less

Table 1. Relative Energies of AnGol Conformers (kcal/mol), Compared to S1�Conformer Calculated with MP2, and CCSD(T)
Methods, Various Basis Sets, and CBS Extrapolationsa

MP2 CCSD(T)

no. conformer 6-311þG(d,p)b aV3Z(�df)b AV3Zc V5Zc CBS[3, 4, 5]d CBS[4, 5]e CBSf

1 S1� 0.00 0.00 0.00 0.00 0.00 0.00 0.00

2 S2� 1.05 0.87 0.85 0.87 0.87 0.88 0.83

3 S4� 2.11 2.53 2.52 2.36 2.19 2.27 2.60

4 S3� 3.07 3.34 3.31 3.18 3.03 3.10 3.37

5 N1� 5.15 5.05 5.18 5.04 4.96 4.98 4.87

6 N2� 5.51 5.32 5.50 5.34 5.23 5.29 5.18

7 S1þ 4.23 4.36 4.44 4.32 4.19 4.25 4.47

8 S2þ 4.54 4.59 4.66 4.55 4.45 4.49 4.68

9 N3� 6.91 6.78 7.04 6.82 6.70 6.75 6.69

10 N1þ 6.90 6.93 7.00 6.75 6.54 6.64 6.75

11 S4þ 6.05 6.09 6.12 5.94 5.78 5.85 6.08

12 S3þ 5.99 6.07 6.09 5.89 5.71 5.79 6.05

13 N3þ 6.78 6.46 6.48 6.39 6.33 6.37 6.17

14 N2þ 7.05 6.95 6.98 6.79 6.63 6.71 6.75

15 N4þ 7.10 7.09 6.96 6.77 6.55 6.64 6.71

MD 0.09 0.09 0.14 �0.01 �0.15 �0.08

MAD 0.25 0.13 0.16 0.13 0.19 0.16
aMean deviation,MD, andmean absolute deviation,MAD, compared toCCSD(T)/CBS; see eqs 9 and 10. bRef 1. cThis work. dThis work: HF/CBS[3,
4, 5] þ MP2/CBS[4, 5]. eThis work: HF/CBS[4, 5] þ MP2/CBS[4, 5]. fRef 15.



994 dx.doi.org/10.1021/ct200007x |J. Chem. Theory Comput. 2011, 7, 988–997

Journal of Chemical Theory and Computation ARTICLE

stable 1C4 conformer has stronger stabilizing electron correlation
effects than the most stable 4C1 conformer.

Our previous study showed1 that LSDA strongly overesti-
mates and the HF method strongly underestimates these stabi-
lization effects. The GGAs and meta-GGAs improve on the

LSDA, but the relative conformational energies might remain
statistically too large (mean deviation is smaller but positive) for
the AnGol15 and ALL15 test sets.1 For such (meta-)GGA
functionals an empirical dispersion correction does not improve
the results. Global mixing of the (meta-) GGAs with exact
exchange might further improve the results by reducing over-
estimation of the relative energies, thus shifting the mean
deviation close to zero. A sufficiently large exact exchange
fraction might even lead to underestimation of the stabilizing
correlation effects. Such errors of the global hybrid functionals
can be efficiently corrected by a simple and quick empirical
dispersion correction, as will be discussed later in this section.

To illustrate these tendencies, Figure 10 shows the AnGol15
ΔΔEmodelA-modelB(i, 1) relative energy differences for modelA =
M05-2X, B3LYP, B3PW91, estimated CCSD(T)/CBS, PBE,
and TPSS and for modelB = MP2/CBS[4, 5]. All the DFT
results are from ref 1, and the estimated CCSD(T)/CBS results
are from ref 15. In the DFT calculations the 6-311þG(d,p) basis
set and the B3LYP/6-31þG(d,p) geometries were used. PBE
and TPSS give excellent relative energies for the N1�, N2�, and
N3� conformers but overestimate the relative energies of the
S4�, S3�, S1þ, and S2þ conformers. Interestingly the CCSD-
(T)/CBS, PBE, TPSS show qualitatively similar deviations from
the MP2/CBS relative energies (cf. Figure 10). The opposite
error occurs for B3LYP relative energies leading to serious
underestimation of the relative energies of the N1�, N2�, and
N3� conformers (cf. Figure 10). The mean absolute deviations
and the ranges of the relative differences are similar for B3LYP,
PBE, and TPSS (MAD = 0.5 kcal/mol, RRD = 1.5 kcal/mol).
Notice that PBE and TPSS perform better than B3LYP if
compared to CCSD(T)/CBS. The B3PW91 results are the best
(MAD = 0.4 kcal/mol), but they show the same error pattern as
the other three functionals (cf. the large RRD = 1.6 kcal/mol).
The only functional that shows a different error pattern is the
M05-2X (MAD = 0.4 kcal/mol, RRD = 1.0 kcal/mol). We have
observed that different implementation of the M05-2X func-
tional leads to worse results, and thus further study is required.
The order of the functionals if compared to the CCSD(T)/CBS
results is from best to worse: B3PW91, PBE = M05-2X, and

Table 2. Well Converged Relative Energies (kcal/mol) of
Selected AnGol Conformers (Conformer i), Compared to
Various Reference Conformers Calculated with MP2, and
CCSD(T) Methods and Various Basis Sets and CBS
Extrapolationsa

conformers MP2 CCSD(T)

i reference aV3Z(�df)b V5Zb CBS[A3, A4]c CBS[4, 5]d CBSe

2 1 0.87 0.87 0.88 0.88 0.83

5 1 5.05 5.04 5.03 4.98 4.87

6 1 5.32 5.34 5.35 5.29 5.18

9 1 6.78 6.82 6.82 6.75 6.69

13 1 6.46 6.39 6.38 6.37 6.17

14 1 6.95 6.79 6.81 6.71 6.75

5 2 4.17 4.17 4.16 4.11 4.04

6 2 4.45 4.46 4.47 4.42 4.34

9 2 5.91 5.95 5.95 5.87 5.86

13 2 5.59 5.52 5.51 5.49 5.34

14 2 6.08 5.91 5.94 5.83 5.92

4 3 0.81 0.81 0.83 0.83 0.77

7 3 1.83 1.96 2.02 1.99 1.87

8 3 2.05 2.19 2.26 2.23 2.08

10 3 4.40 4.38 4.40 4.38 4.15

11 3 3.56 3.57 3.62 3.59 3.48

7 4 1.02 1.14 1.20 1.16 1.11

8 4 1.25 1.37 1.44 1.40 1.31

10 4 3.59 3.57 3.57 3.55 3.38

11 4 2.76 2.76 2.80 2.76 2.72

6 5 0.28 0.30 0.32 0.31 0.31

9 5 1.74 1.78 1.79 1.77 1.82

13 5 1.42 1.35 1.35 1.38 1.30

14 5 1.91 1.74 1.78 1.73 1.88

9 6 1.46 1.49 1.47 1.46 1.51

13 6 1.14 1.05 1.03 1.07 0.99

14 6 1.63 1.45 1.46 1.42 1.58

8 7 0.22 0.23 0.24 0.24 0.20

10 7 2.57 2.42 2.38 2.39 2.27

11 7 1.73 1.62 1.60 1.60 1.61

10 8 2.35 2.20 2.14 2.15 2.07

11 8 1.51 1.39 1.36 1.36 1.41

13 9 �0.32 �0.43 �0.44 �0.38 �0.52

14 9 0.17 �0.04 �0.01 �0.04 0.06

11 10 �0.84 �0.81 �0.78 �0.79 �0.67

14 13 0.49 0.40 0.43 0.34 0.58

MD 0.09 0.05 0.06 0.04

MAD 0.12 0.10 0.10 0.10
aMean deviation, MD, and mean absolute deviation, MAD, compared to
CCSD(T)/CBS; see eqs 9 and 10. bThis work. cThis work: HF/CBS[A3,
A4] þ MP2/CBS[A3, A4], where A means augmented basis set. dThis
work: HF/CBS[4, 5] þ MP2/CBS[4, 5]. eRef 15.

Figure 8. The four conformers of the GLC4 test set.
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TPSS = B3LYP (MAD = 0.3, 0.4, 0.4, 0.6, and 0.6 kcal/mol,
respectively).

We have also compared the DFT results to the particularly
accurate relative energies shown in the Table 2. For these
conformer pairs the PBE results show the best agreement with
the reference (MAD = 0.3 kcal/mol), closely followed by TPSS
andM05-2X results. The B3LYP results agree the worst (MAD =
0.6 kcal/mol).

For the three relative energies of the GLC4 test set, the global
hybrid PBE0 and B3PW91 functionals perform equally well
(MAD = 0.3 kcal/mol), while B3LYP is somewhat worse
(MAD = 0.5 kcal/mol). Notice that the large overbinding basis
error in the HF/DZP results helps to obtain reasonable results.
The M05-2X performs the worst (MAD = 0.8 kcal/mol). In all
calculations the 6-311þG(d,p) basis set and the optimized
B3LYP/6-31G(d) geometries were used.1

Analysis of the earlier results for the SCONF test set15 (AnGol15
þ GLC4) shows that in agreement with our results, the PBE and
TPSS perform considerably better than the B3LYP functional. Our
new results show that B3PW91 and the PBE0 functionals perform
even better than PBE. A posteriori empirical dispersion correction
(DFT-D)32 of the already too large PBE and TPSS relative energies
deteriorates the results.15 The B3LYP relative energies that under-
estimate the intramolecular stabilization effects might be improved
by theDFT-D correction (MAD= 0.3 kcal/mol). The considerably
more expensive B2PLYP double hybrid33,34 does not perform well
without the D correction (MAD = 0.6 kcal/mol). However, the
B2PLYP-D results show the best agreement with the reference
(MAD = 0.2 kcal/mol).15 One major drawback of B2PLYP is its
O(N)5 scaling of computer time with the size N. As this approach
uses not only the occupied orbitals but also the unoccupied orbitals,
it goes beyond the fourth-rung hyper-GGA approximations, and it
can be called a fifth-rungDFT approximation.35Observe also that in

Table 4. Relative Energies of ALL15 conformers (kcal/mol),
Compared to The Most Stable r-4C1 Conformer Calculated
with MP2 Method, and Various Basis Sets and CBS
Extrapolationsa

MP2

no. conformer aV3Z(�df) AV3Z V5Z CBS[A3, A4] CBS[3, 4, 5] CBS[4, 5]

1 R-4C1 0.00 0.00 0.00 0.00 0.00 0.00
2 β-4C1 0.56 0.65 0.51 0.43 0.43 0.46
3 β-4C1 0.84 0.88 0.72 0.63 0.60 0.64
4 R-4C1 0.48 0.59 0.62 0.52 0.58 0.59
5 R-4C1 0.30 0.47 0.51 0.42 0.50 0.50
6 β-4C1 1.11 1.10 0.96 0.94 0.88 0.91
7 R-4C1 0.44 0.55 0.55 0.46 0.53 0.53
8 R-4C1 1.55 1.62 1.67 1.56 1.70 1.68
9 R-4C1 2.01 1.95 1.89 1.80 1.88 1.89
10 R-4C1 2.28 2.47 2.54 2.49 2.53 2.54
11 β-4C1 3.12 2.93 2.78 2.74 2.66 2.70
12 R-4C1 2.62 2.78 2.82 2.71 2.71 2.75
13 β-4C1 4.30 4.36 4.24 4.14 4.08 4.14
14 β-1C4 4.28 4.51 4.65 4.59 4.64 4.64
15 R-1C4 4.93 5.02 5.09 5.01 5.04 5.06

MD �0.01 0.06 0.04 �0.04 �0.02
MAD 0.18 0.11 0.04 0.05 0.02

aMean deviation, MD, andmean absolute deviation, MAD, compared to
CCSD(T)/CBS; see eqs 9 and 10.

Table 3. Relative Energies of GLC4 β-D-Glucose Conformers (kcal/mol), Compared to The Most Stable 4C1 Conformer
Calculated with MP2, and CCSD(T) Methods, Various Basis Sets, and CBS Extrapolationsa

MP2 CCSD(T)

no. ring conformation aV3Z(�df)b V3Zc AV3Zc V5Zc CBS[3, 4]c CBS[A3, A4]c CBS[3, 4, 5]d CBS[4, 5]e CBSf CBSc

1 4C1 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00

2 4C1 0.38 0.06 0.28 0.28 0.30 0.26 0.31 0.30 0.27 0.30

3 1C4 5.76 4.30 5.68 6.14 6.25 6.12 6.40 6.33 5.92 6.01

4 1C4 5.10 3.47 4.90 5.34 5.43 5.35 5.65 5.57 5.29 5.38

MD �0.14 �1.28 �0.27 0.03 0.10 0.02 0.23 0.17 �0.07

MAD 0.20 1.28 0.27 0.06 0.10 0.06 0.23 0.17 0.07
aMean deviation,MD, andmean absolute deviation,MAD, compared toCCSD(T)/CBS; see eqs 9 and 10. bRef 1. cThis work. dThis work: HF/CBS[3,
4, 5] þ MP2/CBS[4, 5]. eThis work: HF/CBS[4, 5] þ MP2/CBS[4, 5]. fRef 15.

Figure 9. Four selected conformers of the ALL15 test set (conformers
1, 3, 14, and 15) representing the R and β anomers of 4C1 and

1C4

hexapyranose rings.
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contrast with standard DFT functionals, B2PLYP diverges for bulk
metals.

For the ALL15 test set in all the DFT and HF calculations we
use the 6-311þG(d,p) basis set and the optimized B3LYP/
6-31G(d,p) geometries.1 The two worst performers are the
LSDA and the HF methods. While LSDA systematically over-
estimates the conformational energy differences (MD = 1.8 and
MAD = 1.8 kcal/mol), the HF shows the opposite error (MD =
�1.4 and MAD = 1.4 kcal/mol). TPSS, PBE, and M05-2X show
improvements compared to the LSDA but conserve some of
the LSDA overestimation error (MD = 0.3�0.5 kcal/mol,
MAD < 0.6 kcal/mol). The 25% of global mixing of exact
exchange decreases the overestimation, and the PBE0 results
are improved (MD = 0.2 kcal/mol, RRD = 0.6 kcal/mol). This is
a very promising result compared to the other functionals. The
remaining small positive deviations might be further reduced by a
recently proposed 32% mixing of the exact exchange.36 The best
performance is shown by the B3PW91 functional (MAD = 0.16
kcal/mol). The B3LYP functional performs only slightly worse
(MAD = 0.2 kcal/mol), but the range of the relative difference is
large (RRD = 0.9 kcal/mol). This shows that the B3LYP results
will not improve if a different reference conformer is chosen,
while the global hybrid of PBE results can be improved further.

Our results show that the nonempirical functionals con-
structed on the basis of constraint satisfaction, such as PBE
and TPSS, perform quite well, and they might outperform the
empirical B3LYP or M05-2X functionals. The original B3PW91
functional gives consistently better results than B3LYP. The
relative energies given by the best DFT methods are quite close
to the reference values with mean absolute deviations around
0.1�0.2 kcal/mol. Thus for correct evaluation of such functionals,
accurate reference values are necessary. We plan to test PBEha,

36

PBEsol,37 revTPSS,38 M06-2X,39 and M08-HX40 functionals in the
near future. The benefits of the a posteriori dispersion correction32,41

will also be studied.

6. CONCLUSIONS

We have performed a series canonical MP2 complete basis set
extrapolations using correlation consistent basis sets up to the
cardinal number 5 for the AnGol15, GLC4, and ALL15 mono-
saccharide test sets. Accurate MP2/CBS[4, 5] reference energies

were obtained, and CCSD(T) corrections were also considered
for the relative energies of the Angol15 andGLC4 test sets. Good
agreement was observed with the earlier CCSD(T)/CBS
results,15 and our results are converged for relative energies
within 0.1 kcal/mol. This accuracy is necessary for the correct
evaluation of DFT methods, as these methods might reach
0.1�0.2 kcal/mol average accuracy. The accuracy of the MP2/
aV3Z(�df) results (0.2�0.5 kcal/mol) is generally not enough
for correct evaluations. We have observed that the less expensive
local MP2 methods do not give consistent results with the 0.03
domain selection criterion for the AnGol15 test set. Further
LMP2 studies are necessary to resolve this problem.

Detailed analysis of the convergence of the HF and the MP2
correlation energies with respect to the cardinal number of the
basis set revealed that for several conformer pairs little compu-
tational effort yields well-converged relative energies. We
introduced three criteria that monitor the convergence of the
relative energies with respect to the cardinal number. By
applying two of these criteria we were able to select conformer
pairs for which even HF/V3Z relative energies are well con-
verged. Fulfillment of the third criterion makes the MP2/V4Z
energy well-converged.

The most stable conformers of the AnGol15, GLC4, and
ALL15 conformational space are stabilized by the cooperative
intramolecular O�H 3 3 3O interactions and other (e.g., anom-
eric) electron correlation effects. The HF method misses these
effects, seriously underestimating the stability of these confor-
mers compared to the other conformers having weaker stabiliz-
ing correlation effects. This leads to too-small relative energies
and negative mean deviation from the reference values. Our
previous studies showed that LSDA strongly overestimates these
stabilization effects, leading to too-large relative energies that
show positive mean deviation.1

The GGAs and meta-GGAs improve on LSDA, but the
relative conformational energies might remain statistically too
large (mean deviation is smaller but positive).1 For such GGA
functionals an empirical dispersion correction does not improve
the results. Global mixing of the GGAs with the exact exchange
might further improve the results by reducing overestimation of
the relative energies, thus shifting mean deviation close to zero. A
sufficiently large exact exchange fraction might even lead to
underestimation of the correlation effects. Such global hybrid

Figure 10. TheAnGol15ΔΔEmodelA-modelB(i, 1) relative energy differences (kcal/mol) formodelA =M05-2X/6-311þG(d,p), B3LYP/6-311þG(d,p),
B3PW91/6-311þG(d,p), estimated CCSD(T)/CBS, PBE/6-311þG(d,p), and TPSS/6-311þG(d,p) and for modelB =MP2/CBS[4, 5]. All the DFT
results are from ref 1 and the estimated CCSD(T)/CBS results are from ref 15. All calculations use the B3LYP/6-31þG(d,p) geometries.
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functionals can be efficiently corrected by simple and quick
empirical dispersion correction.

For the AnGol15 test set, the ordering of the functionals
compared to the CCSD(T)/CBS results is, from best to worse:
B3PW91, PBE = M05-2X, and TPSS = B3LYP (MAD = 0.3, 0.4,
0.4, 0.6, and 0.6 kcal/mol, respectively).

For the GLC4 test set, the B3PW91 and PBE0 functionals
perform equally well (MAD = 0.3 kcal/mol), while B3LYP is
somewhat worse (MAD = 0.5 kcal/mol). The M05-2X performs
the worst (MAD = 0.8 kcal/mol).

For the ALL15 test set, the B3PW91 performs the best (MAD
= 0.16 kcal/mol), followed by PBE0 and a slightly worse B3LYP
(MAD = 0.2 kcal/mol). The M05-2X performs somewhat worse
(MAD = 0.5 kcal/mol). These results suggest that a new PBE
hybrid with 32% weight of the exact exchange might perform
better and might be efficiently corrected in the DFT-D or dD10
framework.

These new CCSD(T) and MP2/CBS reference energies
modify our previous conclusions.1 The overall best performer
is B3PW91, closely followed by PBE0. Due to the errors in the
MP2/aV3Z(�df) energies used as reference in our previous
study the good performance of B3PW91 was not this clear, and
the performance of the M05-2X was judged considerably better
than here. In agreement with our earlier conclusion the B3LYP
functional is not the best choice, but the B3LYP-D performs
considerably better. In other areas of molecular chemistry the
M05-2X and B3LYP perform better than here. The monosac-
charide test sets do not sample strong steric interactions or
significant dispersion attractions; however, they sample elaborate
systems of intramolecular interactions. The correct description
of these conformation spaces is required from good model
chemistry for biomolecules. The reference energies published
here are suitable to evaluate the performance of future KS-DFT
and -D or -dD10 corrected functionals with a sufficient accuracy.
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ABSTRACT: A new, efficient parallel algorithm for four-component relativistic generalized multiconfigurational quasidegenerate
perturbation theory (GMC-QDPT) introducing Kramers symmetry is implemented. Because it utilizes the independence of the
terms in the matrix element computations, this algorithm both speeds up the calculation and reduces the computational resources
required for each node. In addition, the amount of memory for two-electron integrals is reduced to three-eigths by Kramers
restriction. The algorithm is applied to the d�d excitation energies of the platinum halide complexes, [PtCl4]

2�, [PtBr4]
2�, and

[PtCl6]
2� and to the 6p�7s and 6p�7p excitation energies of the radon atom. It is shown to provide high parallelization efficiency

and accurate excitation energies that agree well with experimental data.

1. INTRODUCTION

In electronic structure calculations for systems that con-
tain heavy elements, the inclusion of both the electron
correlation and relativistic effects is essential for high accu-
racy. Thus, many electron correlation methods have been
extended to four-component relativistic versions, including
Møller�Plesset perturbation,1�5 configuration interaction
(CI),6,7 and coupled cluster methods,8,9 which are based on
the Dirac�Hartree�Fock (DHF) reference wave function.
In addition, four-component multireference (MR) CI10�12

and coupled cluster13 methods that provide highly accurate
molecular electronic structures are also now available. How-
ever, the four-component MR methods are computationally
expensive, and their applications are therefore limited to
small molecules.

Among the MR methods, multireference perturbation theory
(MRPT) is efficient and accurate and thus is regarded as a
practical tool that takes account of both static and dynamic
electron correlations. Recently, we developed a MRPT using the
general multiconfigurational functions called GMC-QDPT or
GMC-PT.14 GMC-QDPT is applicable to any multiconfigura-
tional reference wave functions and allows the use of only
necessary configurations according to the character of the system
of interest. Because of its generality and flexibility, GMC-QDPT
enjoys both high computational accuracy and efficiency. How-
ever, it is still not easy to calculate heavy atom compounds with
many electrons efficiently using relativistic GMC-QDPT.15

Therefore, there is a need for computational schemes for
relativistic GMC-QDPT that are more efficient than the
existing one.

Previously, we proposed a new efficient calculation scheme
for the effective Hamiltonian based on matrix elements
between the reference and ionized functions and succeeded
in reducing computation time relative to the previous
scheme.16 In the present work, we developed a parallel

algorithm based on Kramers symmetry. For the nonrelati-
vistic MC-QDPT, Umeda and co-workers have presented a
parallel algorithm.17 This algorithm was based on the pre-
vious scheme of ours using diagrams and thus has a dis-
advantage for the computation of one virtual terms (the
terms involving two-electron integrals with one virtual and
three occupied orbital labels) of the effective Hamiltonian.16

In addition, we applied the new code accelerated by our
parallel algorithm to the calculations for the d�d excitation
energies of platinum halide complexes ([PtCl4]

2�, [PtBr4]
2�, and

[PtCl6]
2�) and the 6p�7s/6p�7p excitation energies of the

radon atom.
In Section 2, we review GMC-QDPT and describe our new

parallel algorithm and its implementation. We report the effi-
ciency of our new scheme and the accuracy of the excitation
energy calculation results in Section 3.

2. METHODS

2.1. Brief Review of GMC-QDPT. Before describing the new
computational scheme, we briefly review the GMC-QDPT for
readers’ convenience.
Let |μæ and Eμ

(0) be reference (zeroth-order) wave functions
and their zeroth-order energies:

jμæ ¼ ∑
A ∈ GCS

C μ
AjAæ, Eð0Þμ ¼ ∑

p
Æμja†PaPjμæεP ð1Þ

respectively. Here, the reference wave functions |μæ are
expanded by the determinants |Aæ in a general configuration
space (GCS); aP

† and aP are the creation and annihilation

Received: January 7, 2011
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operators, respectively, for an electron in spinor P; and εP are
spinor energies. The effective Hamiltonian up to the second
order of GMC-QDPT14,15 is given as

ðHð0 � 2Þ
eff Þμν ¼ μjHjνæh

� 1
2 ∑

I ˇ GCS

ÆμjHjIæÆIjHjνæ
Eð0Þν � Eð0ÞI

þ ∑
I ˇ GCS

ÆμjHjIæÆIjHjνæ
Eð0Þμ � Eð0ÞI

( )

ð2Þ

where |Iæ is the determinant outside the GCS.
We define the corresponding complete active space (CCAS)

as the minimal CAS including the reference GCS. The summa-
tion over |Iæ can be divided into a summation outside the
CCAS and a summation inside the CCAS but outside the GCS.
Thus, the summation enclosed in curly brackets in eq 2 can be
written as

ðHð2Þ
eff Þμν

¼ ∑
I ˇ CCAS

ÆμjHjIæÆIjHjνæ
Eð0Þν � Eð0ÞI

þ ∑
I ∈ CCAS ∧ I ˇ GCS

ÆμjHjIæÆIjHjνæ
Eð0Þν � Eð0ÞI

ð3Þ

We call the terms in the first summation “the external terms”
and the terms in the second summation “the internal
terms”.14

The internal terms are computed through matrix opera-
tions for the Hamiltonian matrix. The length of the internal
term summation is generally much less than that of the
external term summation. Hence, the computational time
for the internal terms is small compared with that for the
external terms.
The external terms are computed using a matrix element

scheme.16 The intermediate states |Iæ can be written as a product
of determinants comprising M active spinors |BMæ and ioniza-
tion/excitation operators:

EPR ...TQS ...U ¼ a†Pa
†
R ... a†TaU ... aSaQ ð4Þ

(abbreviated as EX). Note that the numbers of creation and
annihilation operators are not necessarily equal.
Hence, the summation of the external terms is expressed as

ðHð2Þ
externalÞμν ¼ ∑

X
∑
BM

ÆμjHEX jBMæÆBMjE†XHjνæ
Eð0Þν � Eð0ÞXBM

ð5Þ

where EXBM
(0) are zeroth-order energies of EX|B

Mæ. In this
scheme, we calculate eq 5 as the summation of the product of
each matrix element Æμ|HEX|BMæ. There are five combina-
tions of EX and |BMæ that give nonzero Æμ|HEX|BMæ. Each
matrix element can be simplified through normal ordering of
creation and annihilation operators. These can be divided
into two categories based on the number of virtual spinor
labels. We define the terms with one or no virtual spinor label
as 1-virtual terms and other terms with two virtual spinor
labels as 2-virtual terms. For example, one of the 1-virtual

terms is

ÆμjHEEjBN � 1æ ¼ ∑
P
f corePE ÆμjEPjBN � 1æ

þ 1
2 ∑PRS

ðPE )RSÞÆμjEPRS jBN � 1æ

¼ ∑
P
∑
A
f corePE C μ�

A ÆAjEPjBN � 1æ

þ 1
2 ∑PRS ∑A

ðPE )RSÞC μ�
A ÆAjEPRS jBN � 1æ ð6Þ

and one of the 2-virtual terms is

ÆμjHEEFjBN � 2æ ¼ 1
2∑PR

ðPE )RFÞÆμjEPRjBN � 2æ

¼ 1
2∑PR∑A

ðPE )RFÞCμ�
A ÆAjEPRjBN � 2æ ð7Þ

where E and F are virtual spinor labels; I and J are core spinor
labels; P, Q, and R are active spinor labels; N is the number of
active electrons; fPE

core are the core Fock matrix elements;
(PQ )RS) are the antisymmetrized two-electron integrals; and
ÆA|EX|BMæ are the coupling coefficients (CCs).
2.2. Parallel Algorithm. A feature of the perturbation

method at the second order is that the energy or effective
Hamiltonian is expressed as a summation of many indepen-
dent terms. Neither diagonalization of large matrices nor
solution of large linear equations is necessary. Specifically,
the terms for determinant BM and ionization operator X in eq 5
are independent of each other. In addition, the matrix elements
used to obtain the terms in eq 5 are also simple sums of the
product of molecular integrals, CI coefficients, and CCs, as
seen in eqs 6 and 7.
The most straightforward method of parallelization is to use

the independency of the terms for the determinants BM in eq 5.
The summation for BM can be computed easily in parallel after
being divided and assigned to computational nodes. In fact, the
speedup by parallel computing was almost linear with the
number of computational nodes in our preliminary calculations.
However, in this parallelization, all molecular integrals are required
for each node, and thus no scalability is gained for integral storage,
which is a real problem in practice. Therefore, parallelization was
done utilizing the independency of the terms in the matrix element
computations of eqs 5 and 6.
In the serial algorithm, the Hamiltonian matrix elements and

their associated effective Hamiltonian matrix elements are calcu-
lated according to Schemes 1 and 2 for Æμ|HEE|BN�1æ and
Æμ|HEEF|BN�2æ, respectively. The algorithm is coupling coeffi-
cient driven. For each ionized determinant |BMæ, all nonzero
coupling coefficients ÆA|EX|BMæ (= þ1 or �1) are calculated first.
Then, being operated by an ionization operator EX, intermediate
determinants |Iæ = EX|B

Mæ are made, and the matrix elements
Æμ|HEX|BMæ are computed. Finally, the effective Hamiltonian
elements are computed.
The steps specific on the parallel algorithm are emphasized in

bold in Schemes 1 and 2. Consider Scheme 2 as an example to
explain the parallel algorithm. Usually, the computational cost of
the coupling coefficients ÆA|EX|BMæ is much smaller than that of
the matrix elements Æμ|HEX|BMæ. For each BN�2, the operation
count for ÆA|HEPR|BN�2æ isO(mact

2 ), wheremact is the number of
active spinors, while the operation count for Æμ|HEEF|BN�2æ is
O(mact

2 mvir
2 ), wheremvir is the number of virtual spinors. Thus, in
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the parallel algorithm, the coupling coefficients are computed
first in each computational node. Next, the E, F pairs are divided
and assigned to computational nodes. (In other words, the
ionization/excitation operators EX = EEF are distributed.) Then,
part of the effective Hamiltonian is calculated on each node for
the assigned E, F pairs. Finally, the effective Hamiltonians on
respective nodes are collected and summed to obtain the total
effectiveHamiltonian. The parallel algorithms for the other terms
are similar to Schemes 1 and 2.
The speedup by the parallel algorithm is roughly estimated as

SestimatedðnÞ ¼ TEH þ TCC

TEH=nþ TCC
ð8Þ

where n is the number of computational nodes, and TEH and
TCC are the computational times of the serial algorithm for

the perturbation summation and CCs, respectively. As long as TCC
is negligible compared with TEH/n (namely TEH/n . TCC),
parallelization is expected to speed up the calculation by a
factor of n.
The integral storage is also reduced by a factor n by parallelization.

For the 1-virtual terms in Scheme 1, label E and associated integrals
(PE||RS) is distributed to each computational node. Hence the
integral storage on a node is reduced to ([(mvir� 1)/n]þ 1)mvir

�1 of
the total, where the Gauss bracket [X] denotes the largest integer
less than or equal toX. For the 2-virtual terms in Scheme 2, since the
pair of labels (E,F) and associated integrals (PE||RF) (E < F) is
distributed, the integral storage on a node is reduced to ([{mvir(mvir

� 1)/2 � 1}/n] þ 1)(mvir(mvir � 1)/2)�1 of the total. These
values approach 1/n if mvir is sufficiently large compared with n.
2.3. Kramers Restriction (Kramers-Restricted GMC-QDPT

Formulas). The original GMC-QDPT was expressed in the

Scheme 2. Loop Structure for the Effective Hamiltonian Contributed From 2-Virtual Integralsa

aThe steps required in parallel algorithm are shown in bold.

Scheme 1. Loop Structure for the Effective Hamiltonian Contributed From 1-Virtual Integralsa

aThe steps required in parallel algorithm are shown in bold.
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Kramers-unrestricted form as in eqs 6 and 7 to allow for the
external magnetic field when needed. However, Kramers-re-
stricted formulas allow us to use only unique integrals in the
absence of an external magnetic field, such as the implementation
of Yanai et. al18 in a 4-spinor molecular Dirac�Fock SCF method.
In our implementation, we employ Kramers restriction to save
memory resources for GMC-QDPT calculation.
The time-reversed function φh = φ(�t) is written through the

time reversal operator K̂; as

K̂φ ¼ φh, K̂φh ¼ � φ ð9Þ
Using the relation

K̂ðpqjjrsÞ ¼ ð � 1ÞNðK̂pK̂qjjK̂rK̂sÞ� ð10Þ

where K̂p is a short expression for K̂φp, and N is the number of
barred spinors in {φp, φq, φr, φs} and the label symmetry:

ðpq ) rsÞ ¼ � ðrq ) psÞ ¼ � ðps ) rqÞ ¼ ðrs ) pqÞ ð11Þ

we can reduce the 16 (= 24) kinds of 1- and 2-virtual integrals
to 6:

ðpe )rsÞ ¼ ðpe )rsÞ�, ðpe )rsÞ ¼ � ðpe )rsÞ�

ðpe )rsÞ ¼ � ðpe )rsÞ�, ðpe )rsÞ ¼ ðpe )rsÞ�

ðpe )rsÞ ¼ � ðpe )rsÞ� ¼ � ðre )psÞ ¼ ðre )psÞ�

ðpe )rsÞ ¼ ðpe )rsÞ� ¼ � ðre )psÞ ¼ � ðre )psÞ� ð12Þ
for 1-virtual integrals, and

ðpe )rf Þ ¼ ðpe )rf Þ�, ðpe )rf Þ ¼ � ðpe )rf Þ�

ðpe )rf Þ ¼ � ðpe )rf Þ�, ðpe )rf Þ ¼ ðpe )rf Þ�

ðpe )rf Þ ¼ � ðpe )rf Þ� ¼ � ðre )pf Þ ¼ ðre )pf Þ�

ðpe )rf Þ ¼ ðpe )rf Þ� ¼ � ðre )pf Þ ¼ � ðre )pf Þ� ð13Þ

for 2-virtual integrals.
By reducing the integrals, we can obtain Kramers-restricted

formulas for the matrix elements as eqs 6 and 7. For example,
Æμ|HEEF|BN�2æ are rewritten as

ÆμjHEef jBN � 2æ ¼ 1
2∑pr ∑A

fðpe )rf ÞCμ�
A ÆAjEprjBN � 2æ

þ 2ðpe )rf ÞCμ�
A ÆAjEprjBN � 2æþðpe )rf ÞCμ�

A ÆAjEpr jBN � 2æg
ð14Þ

ÆμjHEef jBN � 2æ ¼ 1
2∑pr ∑A

fðpe )rf Þ�Cμ�
A ÆAjEpr jBN � 2æ

þ 2ðpejrf Þ�Cμ�
A ÆAjEprjBN � 2æ þ ðpe )rf Þ�Cμ�

A ÆAjEprjBN � 2æg
ð15Þ

ÆμjHEef jBN � 2æ ¼ 1
2∑pr ∑A

fðpe )rf ÞCμ�
A ÆAjEpr jBN � 2æ

þ 2ðpe )rf ÞCμ�
A ÆAjEprjBN � 2æþðpe )rf ÞCμ�

A ÆAjEprjBN � 2æg
ð16Þ

(Type Æμ|HEef|BN�2æ do not appear because of the restriction E
< F.) These formulas are actually used in the program.
In contrast to Kramers-unrestricted formulas, the length of the

summation for Kramers-pair labels p and r in eqs 14�16 is one-
fourth of that for spinor labels P and R in eq 7, whereas the
number of terms in the summation has increased from one to
three. Therefore, the operation count is hardly reduced. On the
other hand, however, we can reduce the amount of memory used
to store integrals to about three-eighths (= 6/16).

3. RESULTS AND DISCUSSION

We applied the present computational scheme to somemolec-
ular systems and measured CPU time (on 3.0 GHz Pentium D
930 processors) to evaluate its performance. We calculated the
d�d excitation energies for three platinum halide anions (d8-
complex [PtCl4]

2�, [PtBr4]
2�, and d6-complex [PtCl6]

2�), and
the 6p�7s and 6p�7p excitation energies of the Rn atom.

The spinors used in the perturbation calculations were deter-
mined using the four-component DHF method19 using the
REL4D program20 of UTChem.21 The basis set proposed by Koga,
Tatewaki, andMatsuoka (KTM)22 was employed for the platinum
halide complex calculations. For Cl, a d basis spinor (exponent
0.514) was added as a polarization function. For Rn, Dyall’s triple-
ζ23 basis set, which includes up to g-type polarization function,
augmented by single s, p, and d diffuse functions in an even-
tempered manner was employed. The molecular structures for the
platinum halide complexes were taken from experimental data.24,25

The zeroth-order wave functions were set according to the scheme
for nonrelativistic multireference multi state perturbation theory
implemented in Firefly.26

3.1. d�d Excitation Energies of Platinum Tetrachloride
Dianion [PtCl4]

2�. First, we calculated the d�d excitation
energies of [PtCl4]

2�. The target states were the 12 lowest
excited states resulting from d�d single excitations as well as the
ground state. The reference CI space was of a multireference
singles (MRS) type constructed from 20 electrons and 26 spinors,
which include 5d components of the platinum atom largely and
therefore necessary to describe the considered excitation states.
The determinants that spanned the reference CI space were
generated from 41 parent configurations (theDHF configuration
and the singly excited configurations constructed from the high-
est 20 occupied and the lowest 2 unoccupied spinors) and
selected according to their weights in the reference functions.
The determinants whose weights in the reference wave functions
were greater than 10�8 (i.e., |CI| > 10�4) were selected. The
lowest 108 spinors were frozen in the perturbation calculations.
Compared with previous papers,16 we used larger basis sets that
were specifically designed for four-component relativistic
calculations.
First, let us discuss the accuracy of the GMC-QDPT results.
The computed excitation energies are summarized in Table 1,

together with experimental data from Patterson27 and the two-
component time-dependent density functional theory (TDDFT)
results of Wang and Ziegler28 for comparison. For the states for
which experimental data are available (the 2A1g, 1B1g�2B1g,
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1B2g�2B2g, and 1Eg�4Eg states), the computed values showed
good agreement with experimental values. The maximum and
average deviations from the experiment were 0.16 and 0.08 eV,
respectively.
Table 1 includes the approximate weight that the reference

function occupied in the first-order perturbed wave function.15

GMC-QDPT enables us to include only configurations necessary
to construct the reference wave function, which greatly reduces
the computational time and resources needed compared with
complete active space self-consistent field (CASSCF) reference
perturbation theories. However, we must carefully investigate
whether we have considered enough configurations in our calcu-
lations, because we reduced a large number of configurations to
construct our reference wave function. To investigate our selec-
tion of the configurations, the weight of the reference function in
the first-order perturbed wave function was examined. This
weight is a measure of the quality of the reference wave functions;
if the weight is large enough, then we have included enough
configurations. By comparing the relative weight calculated for
different states, we can investigate the balance of the calculation;
if the weights for each state have similar values, then we have
included enough configurations to describe all states with the
same quality. The weights in Table 1 are close to each other. The
values are in the range 67.7�74.4% for the excited states and
75.5% for the ground state, which indicates that the calculations
were well balanced.
In comparison with the TDDFT results, the GMC-QDPT

excitation energies were smaller, especially in the lowest few
excited states. TDDFT calculation results showed a tendency to
overestimate the excitation energies, whereas GMC-QDPT
results agreed well with the experimental data for this system.
Now, let us discuss the efficiency of the parallel algorithm.
Table 2 summarizes the wall computational time and speedup

of the present scheme for the [PtCl4]
2� calculations, and Figure 1

is a plot of speedup ratios. Speedup is defined as S(n) = Tseq/T(n),
where Tseq is the wall clock time of a sequential execution, and T(n)
is the wall clock time of a parallel execution on n nodes.
As seen from Figure 1, the total speedup was approximately

proportional to the number of nodes n. The speedup values of
calculations for internal, 1-virtual, and 2-virtual terms showed
different behaviors. Speedup of the calculation for 2-virtual terms
was nearly proportional to the number of nodes; by contrast, the
calculation for internal terms showed almost no speedup for an

increase in the number of nodes. The calculation for 1-virtual
terms showed intermediate behavior: the speedup increased
more slowly as the number of nodes increased. Table 2 also
includes parallel efficiency, which is defined by E(n) = S(n)/n.
The parallel efficiency was high for 2�32 nodes, as implied by the
near proportionality of the speedup. The values were greater
than 0.80.
The behaviors seen in the calculation of 1- and 2-virtual terms

can be explainedmainly by the fraction of computational time for
the coupling coefficients ÆA|EX|BMæ occupying by the computation

Table 1. d�d Excitation Energies of [PtCl4]
2� (eV)

state ref-CI GMC-QDPT ref (%)a TDDFT band expt

1A1g 2.13 1.98 74.3 2.30

1A2g 2.20 2.06 74.4 2.34

1Eg 2.24 2.11 73.6 2.38 1 2.12

1B2g 2.31 2.40 67.7 2.49 2 2.24

1B1g 2.59 2.47 69.8 2.59 3 2.57

2Eg 2.63 2.56 70.8 2.69 3 2.57

2A1g 3.15 2.72 73.7 2.98 4 2.97

3Eg 3.19 2.94 70.1 3.03 4 2.97

2A2g 3.54 3.10 73.9 3.19

2B2g 3.49 3.38 71.5 3.43 5 3.23

4Eg 3.85 3.54 73.5 3.50 6 3.67

2B1g 3.89 3.82 71.0 3.53 6 3.67
aThe reference weight of the ground state was 75.5%.

Table 2. Wall Times and Parallel Efficiency of the [PtCl4]
2�

Calculationsa

wall time (s)

no. of

nodes

internal

part

1-virtual

part

2-virtual

part total speedup

parallel

efficiency

1 6.51 137.01 1324.93 1468.44 1.00 1.00

2 5.87 72.34 651.59 729.80 2.01 1.01

3 5.68 48.98 428.97 483.64 3.04 1.01

4 5.62 38.94 313.34 357.89 4.10 1.03

5 5.57 33.63 251.18 290.39 5.06 1.01

6 5.55 29.45 206.05 241.06 6.09 1.02

7 5.53 25.78 173.15 204.46 7.18 1.03

8 5.49 24.08 153.23 182.80 8.03 1.00

9 5.44 22.58 134.63 162.65 9.03 1.00

10 5.42 21.31 119.35 146.08 10.05 1.01

11 5.34 20.18 109.40 134.92 10.88 0.99

12 5.34 19.20 98.17 122.72 11.97 1.00

13 5.29 19.05 89.93 114.27 12.85 0.99

14 5.28 17.55 83.66 106.50 13.79 0.98

15 5.29 17.46 77.50 100.25 14.65 0.98

16 5.28 16.75 70.78 92.81 15.82 0.99

20 5.26 15.67 57.96 78.89 18.61 0.93

24 5.22 14.93 48.63 68.78 21.35 0.89

28 5.25 13.23 41.66 60.14 24.42 0.87

32 5.22 13.21 37.25 55.68 26.37 0.82
aThe wall times for the CC calculations were 5.08, 7.65, and 0.31 s for
the internal, 1-virtual, and 2-virtual parts, respectively.

Figure 1. Speedup of the [PtCl4]
2� calculations. Inverted triangles

(1): 1-virtual part; diamonds ((): 2-virtual part; triangles (2): internal
part; and squares (9): total.
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of each term. In the parallel algorithm explained in Section 2.2, the
computational time required for the coupling coefficients was
presumed to be small, and thus the coefficients are computed in
each node. The speedup can be roughly estimated according to eq 8.
For the 2-virtual term, this presumption was satisfactory. The
computational time for CCs was only 0.31 s and hence S(n) was
close to n. By contrast, for the 1-virtual part, the presumptionwas not
satisfactory. The computational time for CCs was 7.65 s, which
was 5.6% of the time required for the 1-virtual term on one node
(137.01 s) but 58%on 32 nodes (13.21 s). The computational times
of CCs were therefore not negligible in multiple-node calculations,
and as a result the S(n) curve behaved as seen in Figure 1.
3.2. d�d Excitation Energies of Platinum Tetrabromide

Dianion [PtBr4]
2�. The second example was [PtBr4]

2�. The
computational details were similar to those for [PtCl4]

2�. The
target excited states of [PtBr4]

2� were the 12 excited states
resulting from d�d single excitations. The reference space was of
MRS type constructed from 20 electrons and 28 spinors com-
prisingmostly d spinors of the platimum atom. The determinants
that spanned the reference space were prepared in the same
manner as in the [PtCl4]

2� calculation. The lowest 180 spinors
were frozen in the perturbation calculations.
The computed excitation energies are summarized in Table 3

together with the experimental data of Kroening and co-workers29

and the TDDFT results.28 For the states for which experimental
data are available (2A1g, 1A2g�2A2g, and 2Eg�4Eg states), the
computed values were in good agreement with the experimental
values, as in the case of [PtCl4]

2�. The maximum and average
deviations from the experiment were 0.26 and 0.19 eV, respec-
tively. The GMC-QDPT calculated values were close to the
TDDFT values of Wang and Ziegler. Both results were some-
what small compared with the experimental values.
Figure 2 is a plot of speedup ratios. The speedup and parallel

efficiency for [PtBr4]
2� showed similar trends to those found in

[PtCl4]
2�. The parallel efficiency was greater than 0.85 for n in

the range 2�32.
3.3. d�d Excitation Energies of Platinum Hexachloride

Dianion [PtCl6]
2�. The third example was [PtCl6]

2�, which is a
d6 octahedral complex. The target states were the lowest 10
excited states resulting from d�d single excitations as well as the
ground state. The reference space was of MRS type constructed
from 16 electrons and 24 spinors mostly comprising d spinors of
the platinum atom. The determinants that spanned the reference
space were generated from 65 parent configurations (the DHF
configuration and the singly excited configurations constructed
from the highest 16 occupied and the lowest 4 unoccupied
spinors) and then selected according to their weights in the
reference functions. The lowest 128 spinors were frozen in the
perturbation calculations.
The computed results are summarized in Table 4 together

with the experimental30,31 data and the TDDFT results.32 State
assignment in GMC-QDPT was done in Oh point group symme-
try, and calculations were done in D4h group symmetry. For this
system, a few experimental numbers (2.23, 2.64, and 3.51 eV) were
available, and these were computed to be 2.31, 2.76, and 3.47 eV
by GMC-QDPT. Compared with the [PtCl4]

2� and [PtBr4]
2�

cases, the referenceweights were slightly lower because the present
calculation involved more correlated electrons. For the same
reason, the differences between the reference CI and GMC-
QDPT excitation energies were larger: The average difference
was 0.18 eV in the [PtCl4]

2� case compared with 1.43 eV in the
[PtCl6]

2� case.
Figure 3 is a plot of speedup for [PtCl6]

2� calculations. Unlike
the previous cases, speedup of the 1-virtual term was almost
proportional to the number of nodes. The total computational
time for [PtCl6]

2� calculation was 7584.54 s and about five times
larger than the former two systems. Therefore, the computa-
tional time for the CCs (11.90 s) was negligible. As a result, the
total speedup and parallel efficiency for larger n was better than

Table 3. d�d Excitation Energies of [PtBr4]
2� (eV)

state ref-CI GMC-QDPT ref (%)a TDDFT band expt

1A1g 1.94 1.75 76.9 1.93

1A2g 1.99 1.81 76.9 1.97 1 2.11

1Eg 2.00 1.85 76.9 2.01 1 2.11

1B2g 2.04 2.01 77.4 2.11

1B1g 2.32 2.13 77.0 2.19

2Eg 2.36 2.23 77.0 2.29 2 2.37

2A1g 2.98 2.50 76.0 2.66 3 2.81

3Eg 2.98 2.60 76.5 2.67 3 2.81

2A2g 3.29 2.83 76.4 2.82 4 3.02

2B1g 3.23 2.99 76.0 2.72

4Eg 3.52 3.15 76.4 3.06 5 3.32

2B2g 3.57 3.37 76.2
aThe reference weight of the ground state was 78.2%.

Figure 2. Speedup of the [PtBr4]
2� calculations. Inverted triangles

(1): 1-virtual part; diamonds ((): 2-virtual part; triangles (2): internal
part; and squares (9): total.

Table 4. d�d Excitation Energies of [PtCl6]
2� Calculations

(eV)

state ref-CI GMC-QDPT ref (%)a TDDFT expt

1Eg 3.49 2.25 64.8 2.43

1T2g 3.57 2.31 64.8 2.50 2.23

1T1g 3.62 2.36 65.0 2.49

1A2g 4.16 2.68 65.0 2.63

2T1g 4.17 2.76 65.0 2.72 2.64

2Eg 4.42 2.93 64.5 2.74

2T2g 4.56 3.04 64.4 2.73

3T1g 4.53 3.05 64.7 2.79

2A2g 4.66 3.12 64.2 2.88

3T2g 5.05 3.47 64.5 2.87 3.51
aThe reference weight of the ground state was 68.5%.
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the previous cases. The parallel efficiency for n = 32 in the present
case was 0.95, which was better than in the [PtCl4]

2� (0.82) and
[PtBr4]

2� (0.89) cases.
3.4. 6p�7p and 6p�7s Excitation Energies of the Radon

Atom. The last example is the excitation energies of the radon
atom. The target states were the 14 excited states resulting from
6p�7s and 6p�7p single excitations as well as the ground state.
The reference space was of multireference singles and doubles
(MRSD) type constructed from six electrons and 14 spinors
(corresponding to 6p, 7s, and 7p orbitals). The determinants that
spanned the reference CI space were generated from the DHF
(6p)6(7s)0(7p)0 configuration and selected according to their
weights in the reference functions. All spinors were included in
the perturbation calculation.
The computed results are summarized in Table 5 together

with experimental values33 and TDDFT [statistical average of the
orbital model exchange�correlation potential (SAOP) and
ΔSCF] results34 for the 6p�7s excitations. For the lowest four
6p�7s excitations, experimental values of 6.77 eV (ΔJ = 2), 6.94 eV

(ΔJ = 1), 10.66 eV (ΔJ = 0), and 10.79 eV (ΔJ = 1) are available.
These excitation energies were computed to be 6.73, 6.93, 10.51,
and 10.52 eV, respectively. The former two values were in very
good agreement with the experimental values, whereas the latter
two had larger errors. For the latter two states, the reference
weights were relatively low, and the excitation energies at the
reference space CI level were too large, which indicates that the
reference functions were of low quality compared with those of
the other excited states. This was because themain characteristics
of these states were not well expressed using the MRSD-type
reference space generated from the DHF configuration. The
present results had better accuracy than the TDDFT results. The
TDDFT with SAOP underestimated 6p�7s excitation energies
by 0.68 eV at most, compared with the experimental values. In
addition, the computed values for the six lowest 6p�7p excited
states were also in good agreement with experimental data, and
the maximum deviation was 0.15 eV.
Figure 4 is a plot of speedup ratios for the internal, 1-virtual,

and 2-virtual terms. Speedup of the calculation for 2-virtual
terms, which is the bottleneck of the calculation, was nearly
proportional to the number of nodes. The parallel efficiency
value for n = 32 was 0.81, which was somewhat worse than those
for the [PtBr4]

2� and [PtCl6]
2� cases. The wall time for the

1-virtual terms (355.38 s) was close to that for the 2-virtual terms
(469.09 s), and it was not proportional to the number of nodes, as
in the previous cases. Consequently, the speedup and parallel
efficiency values were a little worse than the previous cases.

4. CONCLUSION

We have developed a new, efficient parallel algorithm for four-
component relativistic GMC-QDPT introducing Kramers sym-
metry. Our new algorithm has two advantages. The first advan-
tage is speeding up the calculation, which is expected to be linear
with the number of computational nodes n. The second is a
reduction in the memory resources required to 1/n compared
with single-node calculations. In addition, because of the Kra-
mers restriction, the amount of memory required to store two-
electron integrals, which are necessary for perturbation calcula-
tions, was reduced to three-eighths of the requirement for
conventional GMC-QDPT calculations.

We applied our new scheme to calculation of the d�d excita-
tion energies of the platinum halide complexes, [PtCl4]

2�,

Table 5. p�s and p�p Excitation Energies of the Rn Atom
(eV)

configuration term ΔJ

ref-

CI

GMC-

QDPT

ref

(%)a SAOP

ΔSCF

(LDA) expt

6p5(2P3/2
o )7s 2[3/2]o 2 7.08 6.73 82.9 6.54 6.56 6.77

1 7.26 6.93 83.4 6.74 6.72 6.94

6p5(2P3/2
o )7p 2[1/2] 1 8.30 8.22 83.4 8.21

0 8.71 8.79 85.8 8.64

6p5(2P3/2
o )7p 2[5/2] 2 8.37 8.30 83.6 8.26

3 8.53 8.50 84.0 8.43

6p5(2P3/2
o )7p 2[3/2] 1 8.58 8.55 83.9 8.46

2 8.63 8.63 84.4 8.52

6p5(2P1/2
o )7s 2[1/2]o 0 11.24 10.51 77.1 10.03 10.74 10.66

1 11.29 10.52 79.2 10.11 10.61 10.79

6p5(2P1/2
o )7p 2[1/2] 1 12.56 11.98 81.7

0 12.65 12.09 80.1

6p5(2P1/2
o )7p 2[3/2] 1 12.75 12.21 80.1

2 12.75 12.24 82.1
aThe reference weight of the ground state was 87.2%.

Figure 3. Speedup of the [PtCl6]
2� calculations. Inverted triangles

(1): 1-virtual part; diamonds ((): 2-virtual part; triangles (2): internal
part; and squares (9): total.

Figure 4. Speedup of the Rn atom calculations. Inverted triangles (1):
1-virtual part; diamonds ((): 2-virtual part; triangles (2): internal part;
and squares (9): total.
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[PtBr4]
2�, and [PtCl6]

2� and 6p�7s and 6p�7p excitation
energies of the Rn atom. The present parallel algorithm had high
efficiency, approximately proportional to the number of nodes.
In GMC-QDPT calculations, the main bottleneck is calculation
of the 2-virtual terms. Our new algorithm works linearly for these
terms. Overall, the present algorithm showed high performance.
In the case of platinum halide complexes, the calculated results
were in good agreement with experimental values. We ana-
lyzed the wave function to evaluate our selection of reference
functions. The reference weights were large enough for each
state, and their deviations were small. Thus, these calculations
have a good quality and balance. For the Rn atom, computa-
tional values of the two lower states of the 4 calculated 6p�7s
excited states showed good agreement with the experimental
values, while the computational values of 2 higher states had
larger errors, and the reference weights were slightly smaller
than for the lower two states.
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ABSTRACT: Excited-state double proton transfer (ESDPT) in the 7-azaindole dimer is investigated using the complete active
space second-order perturbation theory (CASPT2)method and the long-range corrected time-dependent density functional theory
(LC-TDDFT) method. These methods are employed for geometry optimizations as well as single-point energy calculations of the
excited-state potential energy profiles along the reaction paths. It is shown that three main reaction routes involving double proton
transfer exist. In the first route, the ESDPT reaction takes place in the locally excited state through a single transition state following
the concerted mechanism in which each proton-transfer process occurs simultaneously without forming any stable zwitterionic
intermediate. The concerted ESDPT reaction is found to proceed asynchronously in Cs symmetry rather than synchronously in C2h

symmetry. In the second and third routes, on the other hand, the ESDPT reaction takes place following the stepwise mechanism in
which each proton-transfer process occurs sequentially forming a neutral intermediate in the charge-transfer state. The calculated
energy profiles of the three routes exhibit a lower barrier in the first route than in the other routes, suggesting that the ESDPT in the
gas phase is likely to follow the asynchronous concerted mechanism at the lowest excitation energy.

1. INTRODUCTION

Proton-transfer reactions play essential roles in physics, chem-
istry, and biology.1�3 Among them, excited-state double proton
transfer (ESDPT) in the 7-azaindole (7AI) dimer has been receiving
particular attention (see ref 4 for a recent review), because this
process can be taken as a model of the photoinduced mutation in
DNA base pairs. Thus this process has been intensively studied
experimentally4�38 and theoretically22,29,34,39�50 for more than 40
years. Through these studies, one major question has been put
forward: Does the ESDPT follow a concerted mechanism or a
stepwise mechanism? Figure 1 shows schematic pictures of the
mechanisms of the ESDPT in the 7AI dimer from the normal
dimer (ND) to the tautomer dimer (TD), derived from previous
studies. In the concerted mechanism (Figure 1a), two protons
are simultaneously transferred through a single transition state,
without forming a stable intermediate for the single proton-
transferred (SPT) component. The concerted DPT does not
necessarily require synchronous motion of the two protons in
which molecular structure of the dimer strictly keeps C2h

symmetry, but it can take asynchronous motion in which the
two protons are transferred cooperatively in Cs symmetry, break-
ing the C2h structure of the dimer.36 In the stepwise mechanism
(Figure 1b), on the other hand, a stable intermediate is formed by
the first SPT from ND, followed by the second SPT to TD. This
intermediate can have either a zwitterionic character or a neutral
character.42,43,46,49 A zwitterionic intermediate is formed when
the first SPT occurs in the locally excited (LE) state, while a
neutral intermediate is formed when the first SPT occurs with
transition to the charge-transfer (CT) state.

The mechanism of ESDPT in the 7AI dimer has been
extensively discussed among several experimental groups, but it
is still in controversy. Zewail and co-workers17,19,22,37 proposed
the stepwise mechanism based on time-resolved spectra of the

7AI dimer in nonpolar and polar solvent as well as in the gas
phase. The authors observed biexponential decay in the electro-
nic spectra and assigned the faster and slower components of the
decay to the first and second SPTs of the stepwise ESDPT,
respectively. The decay time was found to strongly depend on
solvent polarity, which was explained by the existence of a
zwitterionic intermediate.37 Castleman and co-workers20,23,24

supported the stepwisemechanism using the Coulomb explosion
technique. On the other hand, Takeuchi and Tahara18,21,26,36

presented evidence of the concerted mechanism by examining
the time-resolved fluorescence decay and its dependency on the
excitation wavelength for the 7AI dimer in nonpolar solvent.
These authors also detected the biexponential decay of fluores-
cence in ND as Zewail and co-workers did. However, they
attributed the faster and slower components to internal conver-
sion from the S2 to S1 state and the concerted ESDPT in the S1
state, respectively, because the faster component was not ob-
served at the lowest excitation energy. Sekiya, Sakota, and co-
workers4,28,31�33,35 supported the concerted mechanism in
terms of frequency- and time-resolved electronic spectra of the
isolated 7AI dimer and its deuterated compounds. In particular,
they concluded that the biexponential decay of fluorescence is
not a proper evidence of the stepwise mechanism by using
picosecond time-resolved resonance-enhanced multiphoton io-
nization (REMPI) spectroscopy.

Meanwhile, a large number of theoretical studies22,29,34,39�50

on the ESDPT in the 7AI dimer have been reported using
semiempirical methods, ab initiomethods, and density functional
theory (DFT), but they have also exhibited different mechan-
isms. Several authors22,42,43,46 proposed the stepwise mechanism

Received: January 8, 2011
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via a zwitterionic intermediate or a neutral intermediate on the
basis of the excited-state geometry optimizations with the con-
figuration interaction singles (CIS) method. On the other hand,
Catal�an, Kasha, and co-workers29,34,44,45,47 concluded that the
ESDPT follows the concerted mechanism in which the reaction
path conserves C2h symmetry by using the DFT and time-
dependent DFT (TDDFT) methods with hybrid B3LYP func-
tional. In 2006, Serrano-Andr�es and Merch�an49 proposed the
reaction paths of the ESDPT supporting the stepwisemechanism
based on the single-point energy calculations with the complete
active space second-order perturbation theory (CASPT2) meth-
od at the geometries optimized with the complete active space
self-consistent-field (CASSCF) method. The authors reported
that the stepwise reaction path through a zwitterionic intermedi-
ate should be more favorable than the concerted pathway in C2h

symmetry. However, the stepwise pathway with an intermediate
minimum could not be reproduced in CASPT2 calculations by
Nanbu and Sekiya (see ref 4). In addition, Ando and Kato50

presented the reaction surface of the ESDPT supporting the
concerted mechanism with very similar procedure as Serrano-
Andr�es and Merch�an used: single-point energy calculations with
the multireference second-order Møller�Plesset (MRMP2)
method for the geometries optimized with the CASSCFmethod.

The present work aims to clarify themechanism of the ESDPT
reaction in the 7AI dimer thoroughly by means of more accurate
ab initio and DFT calculations. For this purpose, the
CASPT2 method51,52 and the long-range corrected TDDFT
(LC-TDDFT) method53,54 are employed for geometry optimi-
zations as well as single-point energy calculations along the
excited-state reaction paths. Potential energy profiles are

calculated for the ESDPT in the LE state as well as in the CT
state in order to elucidate which mechanism in Figure 1 is the
most favorable. Two major improvements in our approaches
compared with other theoretical studies should be emphasized.
First, the CASPT2 method is employed not only for single-point
energy calculations but also for geometry optimizations in the
excited states to take into account the dynamic electron correla-
tion effect. Geometry optimizations with the CIS or CASSCF
method may give less accurate structures due to the lack of
dynamic correlation.55 In the present work, analytical energy
gradient52 is used for the CASPT2 geometry optimizations.
Second, the long-range correction (LC) scheme is employed in
TDDFT calculations. It is well-known that the TDDFT method
with conventional exchange�correlation functionals, such as
B3LYP, considerably underestimates the energies of CT states
due to the lacking of nonlocal electron�electron exchange
interaction.56,57 The LC scheme can overcome this disadvantage
by modifying the long-range electron�electron interaction part
of exchange functional by using the Hartree�Fock exchange
integral. The reaction paths calculated at the CASPT2 and LC-
TDDFT levels are expected to give a conclusive description of
the ESDPT mechanism in the 7AI dimer.

2. COMPUTATIONAL DETAILS

Equilibrium geometries of ND and TD structures of the 7AI
dimer in the ground state, referred to as NDS0 and TDS0,
respectively, and the geometry of the transition state between them,
referred to as TSS0, were optimized by the Møller�Plesset second-
order perturbation (MP2) method. For geometry optimization in
the excited states, the CASPT251,52 and LC-TDDFT53,54 methods
were used. In the LC-TDDFT calculations, we employed the Becke
1988 exchange58 and Lee�Yang�Parr correlation59,60 functional

Figure 1. Two mechanisms of ESDPT in the 7AI dimer: (a) concerted
mechanism and (b) stepwise mechanism.

Figure 2. Definition of significant coordinates of ESDPT in the 7AI
dimer. Labels for atoms are also given.
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with the long-range correction (LC-BLYP functional). Equilib-
rium geometries in the lowest singlet LE state of ND and TD
structures, referred to as NDLE and TDLE, respectively, as well as
the reaction path between NDLE and TDLE were determined by
both the CASPT2 and LC-BLYP methods. The transition state
between NDLE and TDLE in the LE state (referred to as TSLE),
minimum in the lowest singlet CT state (referred to as INCT),
and the transition state between the LE andCTminima (referred
to as TSCT) were optimized by the LC-BLYP method. The
geometry optimizations above were performed in Cs symmetry.
Geometry optimizations with C2h symmetry constraint were also
performed by the LC-BLYP method for the minima of ND and
TD structures in the first singlet excited state, referred to as
NDS1(C2h) and TDS1(C2h), respectively, and the transition state
between them, referred to as TSS1(C2h). For the stationary points
optimized with the MP2 method or the LC-BLYP method,
normal-mode analysis was performed at the same computational
level to check whether they are a minimum, a transition state, or a
saddle point of higher order as well as to calculate the zero-point
energy. Normal-mode analysis at the CASPT2 level could not be
performed due to a huge computational cost.

Several reaction coordinates were introduced to describe a
double proton transfer (DPT) process; see Figure 2. The
coordinates M1 = r1 � r2 and M2 = r3 � r4, where r1, r2, r3,
and r4 are the length of N10�H100, N7�H100, N1�H10, and
N70�H10 bond, respectively, characterize the transfer of each
proton in N�H 3 3 3N hydrogen bonds. The coordinate Q is
defined by the average of M1 and M2: Q = (M1 þ M2)/2. The
energy profiles along the reaction path fromNDLE to TDLE were
calculated as a function of the proton-transfer coordinate Q, in
which the value of Q was fixed, and all other internal coordinates
were optimized along the reaction path.

In geometry optimization at the CASPT2 level, the underlying
state-averaged (SA) CASSCF wave function was generated with
the active space of four electrons in four π orbitals, which are all
localized on one of the monomers, and was averaged over the
lowest three singlet states with equal weights (referred to as SA3-
CASSCF(4,4)). Then single and double excitations from the
reference space were taken into account by a perturbational
treatment (referred to as CASPT2(4,4)) where 34 double-
occupied orbitals were frozen to reduce the computational cost.
A level shift with the parameter of 0.3 was employed for the
CASPT2(4,4) calculations.61

For the CASPT2(4,4)-optimized geometries, single-point
energies of the lowest 6 singlet states were calculated at the
internally contracted CASPT2(12,12) level with 18 frozen core
orbitals (1s orbitals of C and N atoms) and a level shift of 0.3,
following SA6-CASSCF(12,12) calculations. The (12,12) active
space includes 6 π orbitals of each monomer. The CASPT2-
(12,12) method was also used for calculation of the vertical
excitation energies at NDS0.

Along the reaction path in the LE state optimized with the LC-
BLYP method, energies of the lowest 20 singlet excited states
were calculated at the same level. To examine the effect of the
LC scheme, the excited-state energies were also calculated
by the conventional TDDFT method with the pure BLYP
functional58�60 and hybrid B3LYP functional.62�64

The Sapporo-DZP basis set65�68 was used for the calculations
in the present work. One exception is for geometry optimization
at the CASPT2(4,4) level along the reaction path, where
polarization basis functions for hydrogen atoms other than the
transferred ones were eliminated from Sapporo-DZP. CASPT2

calculations were performed with MOLPRO 2008.1,69 while
TDDFT calculations were performed with GAMESS.70

3. RESULTS AND DISCUSSION

3.1. Equilibrium Geometries and Excitation Energies.
Figure 3 shows equilibrium structures in the ground and LE
states, optimized by the MP2 method and the LC-TDDFT (LC-
BLYP) method, respectively. For the LE minima, bond lengths
obtained by the CASPT2(4,4) optimization are given in par-
entheses. The MP2-optimized geometries of NDS0 and TDS0

(Figure 3a and b, respectively) as well as TSS0 (see the Support-
ing Information) belong to C2h point group. The activation
barrier from NDS0 side is calculated as 15.0 kcal/mol, while the
barrier from TDS0 side is calculated as 0.9 kcal/mol. These
barrier heights indicate that the reverse DPT in the ground state
from TDS0 to NDS0 is very favorable and thus support the
spectroscopic observation for TD in the ground state.71

As shown in Figure 3c and d, equilibrium structures in the
lowest LE state (NDLE and TDLE) optimized at the LC-BLYP
and CASPT2(4,4) levels are in Cs symmetry, that is, the two
monomers of the 7AI dimer exhibit different structures. The
excitation to the S1 state at NDLE and TDLE is localized on one of
the monomers. The excited monomer is referred to as monomer-e

Figure 3. Equilibrium geometries of the 7AI dimer in the ground state,
optimized at the MP2 level: (a) NDS0 and (b) TDS0, and minimum-
energy geometries of the 7AI dimer in the lowest LE state, optimized at
the LC-BLYP level: (c) NDLE and (d) TDLE. In panels c and d, bond
lengths obtained by CASPT2(4,4) optimizations are given in parenth-
eses. Bond lengths are in angstroms. Monomer in [ ]* indicates
monomer-e.
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(indicated by bracket and star in Figure 3c and d). The geometry
of monomer-e is largely deviated by excitation, while the other
monomer almost keeps the ground-state geometry (referred to
as monomer-g). Thus the structure of the 7AI dimer deviates
from C2h symmetry at NDLE and TDLE. In the CASPT2(4,4)
optimization, the four active orbitals for the underlying SA3-
CASSCF(4,4) wave function are selected to be localized on
monomer-e, see Figure 4. The active orbitals correspond to the
highest occupied molecular orbital (HOMO), HOMO-1, the
lowest unoccupied molecular orbital (LUMO), and LUMOþ1
of monomer-e. In SA-CASSCF calculations, the ground and two
LE states, the latter of which correspond to the 1La and

1Lb
excitations72 localized on monomer-e, are averaged with equal
weights. The 1La excitation is mainly composed by configuration

for the excitation from HOMO to LUMO, while the 1Lb
excitation is mainly composed by configurations for the excita-
tion from HOMO-1 to LUMO and the excitation from HOMO
to LUMOþ1. The LE states included in the SA3-CASSCF(4,4)
calculations are referred to as S0�1La and S0�1Lb, where the
label S0�1La (S0�1Lb) means that monomer-g is in the ground
state, while monomer-e is in the 1La (

1Lb) state. The lowest LE
state is the S0�1La state at NDLE as well as at TDLE optimized
with the CASPT2(4,4) method. This is also true for NDLE and
TDLE optimized with the LC-BLYP method.
Table 1 shows excitation and emission energies related to the

ESDPT process in the 7AI dimer, including the vertical excitation
energies for the lowest two singlet excited states at NDS0, the
adiabatic excitation energies for the lowest LE state of ND, and
the vertical emission energies for the lowest LE state at NDLE and
TDLE, calculated at the LC-BLYP and the CASPT2(12,12)
levels. For the vertical excitation of the 7AI dimer in C2h

symmetry, the lowest two excited states are 11Bu and 21Ag, and
they are nearly degenerate at both the LC-BLYP and CASPT2
levels. The 11Bu and 21Ag states are optically allowed and
forbidden, respectively, in C2h symmetry. These states corre-
spond to linear combinations of the configurations for the 1La
local excitation on each monomer, i.e., S0�1La and 1La�S0.
These findings are consistent with the results of recent theore-
tical studies.49,73 When the molecular structure is relaxed from
C2h to Cs symmetry, the excitation is localized in the S0�1La and
1La�S0 states, and the first excited state is thus stabilized.
The calculated excitation and emission energies in Table 1

qualitatively agree with experimental values. The vertical excita-
tion energy of the 11Bu state is 4.74 eV at the LC-BLYP level and
3.98 eV at the CASPT2 level, corresponding to the wavelengths
of 262 and 312 nm, respectively. These values are consistent with
absorption spectra of ND in nonpolar solvent.19,36,38 The 21Ag

state exhibits similar values of vertical excitation energy: 4.76 and
3.96 eV (261 and 313 nm) at the LC-BLYP and CASPT2
levels, respectively. Adiabatic excitation energy of ND is 4.30
eV (288 nm) at the LC-BLYP level and 3.93 eV (316 nm) at the
CASPT2 level. The adiabatic excitation energy at the LC-BLYP
level is corrected to be 4.16 eV (298 nm) when the zero-point
energies of NDS0 and NDLE (calculated with the MP2 and LC-
BLYP methods, respectively) are included. The calculated adia-
batic excitation energies can be compared with the ionization
spectra for jet-cooled ND (4.00 eV, 310 nm).12,15 Vertical
emission energies for NDLE and TDLE are 3.93 and 2.97 eV
(316 and 418 nm) at the CASPT2 level, while they are 3.63 and
2.02 eV (342 and 614 nm) at the LC-BLYP level. These results
are also consistent with the fluorescence spectra of the 7AI dimer
in nonpolar solvent with respect to the position of the peaksFigure 4. Active orbitals in CASPT2(4,4) calculations at NDLE.

Table 1. Vertical Excitation Energy, Adiabatic Excitation Energy, and Vertical Emission Energy Calculated at the LC-BLYP and
CASPT2(12,12) Levels (eV)

method vertical excitation adiabatic excitation vertical emission

NDS0 (1
1Bu) NDS0 (2

1Ag) NDLE r NDS0 NDLE TDLE

LC-BLYP 4.74 4.76 4.30 (4.16)a 3.93 2.97

CASPT2(12,12) 3.98 3.96 3.93 3.63 2.02

expt 4.32,b 4.34c 4.00d 3.54e 2.58,e 2.53f

aZero-point energy correction is implemented. bAbsorption band maximum in hexane.36 cAbsorption band maximum in 3-methylpentane and
ethylcyclohexane.38 dBand origins for jet-cooled ND in ionization spectrum.12,15 e Fluorescence band maximum in 3-methylpentane and ethylcyclo-
hexane.38 f Fluorescence band maximum in hexane.36
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corresponding to the emission from ND and TD.5,19,36,38 The
transition energies at the CASPT2 level tend to be lower than
the experimental results, while the transition energies at the
LC-BLYP level are a little higher than the experimental values.
The excitation and emission energies given in Table 1 are also
consistent with those calculated in previous theoretical
studies.34,49

Geometry optimization was also performed for ND and TD
structures in the lowest excited state with constraint of C2h

symmetry [NDS1(C2h) and TDS1(C2h), respectively] at the LC-
BLYP level. The resulting structures are shown in the Supporting
Information. These stationary points were found to be higher in
energy by 4.6 and 5.3 kcal/mol than NDLE and TDLE, respec-
tively, in Cs symmetry. From the normal-mode analysis, both
NDS1(C2h) and TDS1(C2h) are shown to have one imaginary
frequency mode of bu irreducible representation which breaks
C2h symmetry. This means that NDS1(C2h) and TDS1(C2h)
correspond to the transition states in Cs symmetry connecting
two NDLE structures (S0�1La and 1La�S0) and two TDLE

structures (S0�1La and
1La�S0), respectively. The double-mini-

mum feature of the potential energy surface is consistent with the
weak coupling case of Frenkel-type exciton model discussed in
ref 4.
From Figure 3, one can see that the bond lengths of the

hydrogen-bonded N�H 3 3 3N part are quite different between
the S0 minima and the LE minima. In particular, the N 3 3 3H
distances of ND (r2 and r4, see Figure 2) are considerably
shortened by excitation. With respect to NDS0 optimized at
the MP2 level and NDLE optimized at the LC-BLYP level, the
N 3 3 3H distances r2 and r4 vary from 1.864 to 1.622 Å and 1.864
to 1.654 Å, respectively. These findings suggest that the strength
of N�H 3 3 3N hydrogen bonds of ND is enhanced in the excited
state compared to the ground state. The DPT reaction from ND
is therefore expected to become facilitated by the strengthened
intermolecular hydrogen bonds in the LE state.
Compared to the CIS- and CASSCF-optimized geometries in

previous studies,46,49 much shorter N 3 3 3H bond lengths have
been exhibited for the LE minimum geometries optimized by the
LC-BLYP or CASPT2 method; taking the N7 3 3 3H10

0 distance
of NDLE for example, the distance calculated at the LC-BLYP
level (CASPT2 level) is shorter by 0.486 Å (0.469 Å) than the
CASSCF-optimized value (2.108 Å).49 It is also much shorter
than CIS-optimized N 3 3 3H distance of ca. 2.0 Å.42,46 This
difference is caused by the limitation of the CIS and CASSCF
methods which both do not take into account dynamic electron
correlation. The S0 minima optimized at the MP2 level also
exhibit much shorter N 3 3 3H distance than at the Hartree�Fock
level and CASSCF level.42,49 The S0 and LEminima optimized at
the B3LYP level34,46 exhibit smaller difference of the N 3 3 3H
distance from those optimized at the MP2, LC-BLYP, and
CASPT2 levels (difference is less than 0.14 Å).
For NDLE, one can also notice that some bond lengths on the

rings of monomer-e optimized with the LC-BLYP and CASPT2
methods are considerably different from those optimized with
the CASSCF method.49 In our LC-BLYP and CASPT2 calcula-
tions, the 1La (HOMOf LUMO) local excitation of monomer-
e induces significantly longer bond lengths of N10�C80 and
C20�C30 as well as shorter bond lengths of C80�C90 and
C60�C50 compared with the corresponding bonds of mono-
mer-g (see Figure 3c). The longer bond lengths reflect the
reduction of bonding character by excitation fromHOMO, while
the shorter bond lengths reflect the enhancement of bonding

character by excitation to LUMO (see Figure 4). The C10�C20
bond of monomer-e is also much shorter than C1�C2 bond of
monomer-g, reflecting the reduction of antibonding character by
excitation fromHOMO. In the previous CASSCF calculation, on
the other hand, C80�C90 and C60�C50 bond lengths of mono-
mer-e are longer than the corresponding bonds of monomer-g,
which may reflect the reduction of bonding character by excita-
tion from HOMO-1 or excitation to LUMOþ1. The difference
suggests that the configuration of 1Lb local excitation has
significant contribution to the S1 state of NDLE optimized at
the CASSCF level. For TDLE, our LC-BLYP and CASPT2
calculations as well as the previous CASSCF calculation predict
the 1La local excitation of monomer-e, exhibiting longer bond
lengths of N10�C80 and C20�C30 by excitation from HOMO
and shorter bond lengths of C80�C90 and C60�C50 by excitation
to LUMO (see Figure 3d).
3.2. Reaction Path of ESDPT in the Locally Excited State.

To understand the ESDPT mechanism of the 7AI dimer in the
lowest LE state, the reaction path starting from NDLE to TDLE

was determined at the CASPT2(4,4) level as well as at the LC-
BLYP level along the reaction coordinate Q defined in Figure 2.
Once the reaction path was determined, energies of the first and
higher excited states were calculated along the CASPT2 and LC-
BLYP reaction paths by the CASPT2(12,12) (for the lowest five
excited states) and LC-BLYP (for the lowest 20 excited states)
methods, respectively. Figure 5 shows the calculated energy
profiles in the lowest four excited states where the energy of
NDS0 is taken as zero in each figure. At both the CASPT2 and
LC-BLYP levels, the first excited state is dominated by the LE
configuration labeled as S0�1La, where monomer-g is kept in the
ground state and monomer-e is in the 1La excited state. At the
LC-BLYP level, the second excited state corresponds to the
1La�S0 state, where monomer-g is locally excited to the 1La state
and monomer-e is in the ground state. The third and fourth
excited states correspond to the local excitation to the 1Lb states
of monomer-e and monomer-g, i.e., the S0�1Lb and 1Lb�S0
states, respectively. The fifth and higher excited states include
1n�π* states corresponding to the excitation from the lone-pair
orbital of the N atoms as well as CT states where an electron is
transferred between the two monomers. At the CASPT2 level,
the second, third, and fourth excited states contain contributions
of several electronic configurations including S0�1La,

1La�S0,

Figure 5. Potential energy profiles of the lowest four excited states of
the 7AI dimer as functions of the reaction coordinateQ, calculated at the
(a) CASPT2(12,12) and (b) LC-BLYP levels. Reaction paths in panels a
and b are optimized for the lowest LE (S1) state with the CASPT2(4,4)
and LC-BLYP methods, respectively. Ground-state energy of NDS0 is
taken as zero. Full line with filled diamonds indicates energies of S1 state
whose geometries are optimized. Dashed lines show energies of higher
LE states at the S1-optimized geometries.
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S0�1Lb, and
1Lb�S0. The fifth excited state is described by a

doubly excited configuration which can be labeled as 1La�1La,
where both monomers are simultaneously excited to the 1La
state. It should be emphasized that the lowest four excited states
along the reaction path are dominated by LE excitations at both
CASPT2 and LC-BLYP levels and that no significant contribu-
tion of CT excitations is found. It is also worthy to mention that
the LC-BLYPmethod reproduces the CASPT2 energy profiles in
certain extent for the four LE states.
As shown in Figure 5, for the lowest LE state at both the

CASPT2 and LC-BLYP levels, only one energy maximum has
been found along the ESDPT reaction path connecting NDLE

and TDLE, and no minimum for a stable zwitterionic intermedi-
ate could be located. The CASPT2 and LC-BLYP methods thus
predict that the ESDPT in the LE state follows the concerted
mechanism. Both methods show that activation barrier is very
low for the concerted ESDPT from NDLE to TDLE. At the LC-
BLYP level, the transition state TSLE (Q = �0.134 Å) between
NDLE (Q = �0.553 Å) and TDLE (Q = 0.685 Å) is located 1.5
kcal/mol (0.07 eV) higher in energy than NDLE. When the zero-
point correction is applied under the harmonic approximation,
TSLE is 1.9 kcal/mol (0.08 eV) lower in energy than NDLE. This
result suggests that the concerted ESDPT from NDLE through
TSLE can proceed very efficiently. Figure 6 shows the optimized
structure of TSLE. The intrinsic reaction coordinate (IRC)
calculations starting with TSLE were also performed at the LC-
BLYP level, which have confirmed that NDLE and TDLE are
connected by the reaction path through TSLE. Meanwhile,
optimization of the transition-state geometry at the CASPT2
level could not be completed due to a huge computational cost.
Nevertheless, the CASPT2 energy profile in Figure 5a shows a
smaller energy barrier of 0.5 kcal/mol (0.02 eV) at Q = �0.3 Å
between NDLE (Q =�0.5 Å) and TDLE (Q = 0.8 Å). The energy
of TDLE is calculated to be 16.4 kcal/mol (0.71 eV) and 7.0 kcal/
mol (0.31 eV) lower than NDLE at the CASPT2 and LC-BLYP
levels, respectively, suggesting that the ESDPT process is
exothermic.
The TSLE geometry optimized at the LC-BLYP level in

Figure 6 exhibits that the proton at the N10�H100 3 3 3N7
hydrogen bond is located almost in the middle of N10 and N7
atoms (r1 = 1.275 Å, r2 = 1.302 Å, M1 = �0.027 Å), while the

proton at the N1�H10 3 3 3N7
0 hydrogen bond is much closer to

monomer-g than monomer-e (r3 = 1.177 Å, r4 = 1.418 Å, M2 =
�0.241 Å). A similar feature is found at the geometry of the
energy maximum point of the CASPT2 potential energy curve
(Q =�0.3 Å), where r1 = 1.189 Å, r2 = 1.377 Å, andM1 =�0.188
Å in the N10�H100 3 3 3N7 hydrogen bond and r3 = 1.104 Å, r4 =
1.516 Å, and M2 = �0.421 Å in the N1�H10 3 3 3N7

0 hydrogen
bond. These findings suggest an asynchronous DPT where the
proton transfer from monomer-e to monomer-g along the
former hydrogen bond is likely to be completed earlier than
the proton transfer from monomer-g to monomer-e along the
latter hydrogen bond. One point should be noted about the
difference between asynchronous reaction (concerted reaction)
and stepwise reaction. In asynchronous (concerted) reaction,
two protons are transferred in different pace, but no stable SPT
intermediate is formed. In stepwise reaction, on the other hand, a
stable intermediate is formed after the first SPT. The asynchronous
concerted mechanism has also been exhibited in ab initio molecular
dynamics simulations of the excited-state hydrogen transfer in
clusters of the 7AI monomer with one or two water molecules.74

A transition state for synchronous ESDPT process with C2h

symmetry [TSS1(C2h)] was also located by the LC-BLYP method
(see the Supporting Information for the optimized structure). The
energy of TSS1(C2h) is evaluated as 6.3 kcal/mol higher than NDLE.
The energy barrier indicates that the synchronous ESDPTprocess is
less competitive to take place than the asynchronous ESDPT
process, which exhibits a barrier of 1.5 kcal/mol. In addition,
TSS1(C2h) exhibits two imaginary frequency modes, so this struc-
ture is characterized as a second-order saddle point. One of the
imaginary frequency modes is an ag mode corresponding to the
symmetric proton-transfer motion, while the other is a bu mode
corresponding to in-planemotion of the rings, which breaks theC2h

symmetry. This finding means that the reaction path of the
synchronous ESDPT from NDS1(C2h) to TDS1(C2h) through
TSS1(C2h) is unstable with respect to the bu imaginary frequency
mode (see also Section 3.1).
As for ab initio methods, geometry optimization by the

CASPT2method in the present work has exhibited the concerted
mechanism in the LE state and has not located any minima
corresponding to a zwitterionic intermediate. Some recent ab
initio studies using the CIS or CASSCFmethod for the geometry
optimization, on the other hand, located an excited-state

Figure 6. Geometry of transition state on DPT reaction path of the 7AI
dimer in the lowest LE state (TSLE), optimized at the LC-BLYP level.
Bond lengths are in angstroms. Monomer in [ ]* indicates monomer-e.

Figure 7. Potential energy profiles of the lowest five excited states of the
7AI dimer as functions of the reaction coordinateQ, calculated at the (a)
B3LYP and (b) BLYP levels. Reaction paths are optimized for the lowest
LE state with the LC-BLYP method. Ground-state energy of NDS0 is
taken as zero. Full line with filled diamonds indicates the energies of the
lowest LE state whose geometries are optimized. Dashed lines with filled
squares indicate energies of other LE states, while dotted lines with filled
circles indicate energies of CT states. Energies of sixth and higher excited
states are also shown by thin solid lines.
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minimum for the zwitterionic intermediate.42,46,49 This discre-
pancy can be attributed to the lack of dynamic electron correla-
tion in the latter methods. With respect to the CASSCF
optimization, it should also be noticed that a minimum for the
zwitterionic intermediate was located in one study,49 while it
could not be located in other studies.4,50 One possible explana-
tion for this difference is that the intermediate minimum located
in the former study may be artificial. In ref 49, the minimum of
the zwitterionic intermediate is located in the S2 state at the
CASSCF level, while this electronic state changes to S1 at the
CASPT2 level. This change is caused by different contributions
from dynamic electron correlation effects in the S1 and S2 states.
In such a situation, shape of the CASPT2 potential energy surface
may be significantly different from the CASSCF potential energy
surface,75 and it is therefore possible that the intermediate
minimum at the CASSCF level disappears at the CASPT2 level.
We also applied the conventional TDDFT method with the

B3LYP and BLYP functionals (without LC) to calculate the
potential energy profiles of 20 lowest excited states along the
reaction path optimized by the LC-BLYP method. Figure 7
shows the resulting potential energy curves of low-lying excited
states. As is clearly shown here, the energies of CT states are
drastically underestimated in both B3LYP and BLYP calculations
compared with the LC-BLYP calculations. In the B3LYP calcula-
tions (Figure 7a), the lowest CT state corresponding to a charge
transfer from monomer-e to monomer-g appears as the second
excited state along the reaction path (yellow line). Moreover, the
CT state is almost degenerate with the lowest LE state near the
maximum point of the ESDPT potential energy curve (Q = 0.0
Å). In the BLYP calculations (Figure 7b), the first CT state is
found to be below the lowest LE state around the NDLE structure
and exhibits considerably lower energy near the maximum point.
The energy profiles at the B3LYP and BLYP levels are quite
different from the LC-BLYP energy profiles calculated along the
same reaction path (Figure 5b), where the first CT state is found
to bemuch higher in energy than the lowest four LE states. At the
B3LYP and BLYP levels, a large number of excited states are
found within the range of less than 6 eV as shown in Figure 7.
Note that in the LC-BLYP calculations only the four LE states are
found in the same range (see Figure 5b).
The B3LYP method was also used for the optimization of the

ESDPT reaction path. The resulting potential energy curve

(shown in the Supporting Information) exhibits a considerably
deep minimum of the CT state near Q = 0 due to the large
underestimation of the energies of this state. A similar behavior of
the ESDPT potential energy curve at the B3LYP level was
reported by Catal�an and de Paz.34 The authors calculated the
potential energy profiles of the first excited state in Cs symmetry,
resulting in significant energy lowering of intermediate structure
and the dissociation of the 7AI dimer. Thus conventional
TDDFT methods predict quite a different mechanism of the
ESDPT in the 7AI dimer from the LC-TDDFTmethod as well as
from the CASPT2 method.
3.3. Reaction Path in the Charge-Transfer State. The

stepwise mechanism of the ESDPT via a neutral intermediate
in the CT state was also investigated using the LC-BLYPmethod.
Figure 8 shows the optimized geometries of stationary points
relevant to the stepwise ESDPT. The minimum in the CT state
for the neutral intermediate, labeled as INCT, has been found in a
SPT structure (M1 = 0.997, M2 = �1.085 Å; see Figure 8a) and
with the energy of 4.9 kcal/mol lower than NDLE. At INCT, the
first excited state is a CT state in which electron is transferred
from HOMO of the monomer of proton donor to LUMO of the
monomer of proton acceptor (see Figure 4 for HOMO and
LUMO of the monomer), compensating the positive charge
of the transferred proton. The lengths of N10 3 3 3H10

0 and
N70 3 3 3H10 hydrogen bonds (2.009 and 2.103 Å, respectively)
are found to be much shorter than the calculated values
in previous theoretical studies,42,46,49 due to the difference of
computational methods used for the geometry optimization.
Transition states of SPT structure which may be accessed

during the stepwise ESDPT through INCT have also been
located. Figure 8b and c shows two transition-state structures
optimized at the LC-BLYP level, referred to as TSCT1 (M1 =
0.611,M2 =�0.544 Å) and TSCT2 (M1 =�0.486,M2 = 0.631 Å),
respectively. The transition state TSCT1 (TSCT2) exhibits the
energy which is 6.0 kcal/mol (6.9 kcal/mol) higher than NDLE

and 10.9 kcal/mol (11.8 kcal/mol) higher than INCT. When the
zero-point energy correction is implemented, the energy differ-
ence between NDLE and TSCT1 (TSCT2) is 3.5 kcal/mol (4.3
kcal/mol) and the energy difference between INCT and TSCT1
(TSCT2) is 7.3 kcal/mol (8.1 kcal/mol). The electronic structure
of the S1 state at these transition states is characterized as mixing
of CT and LE configurations, although the monomer exhibiting

Figure 8. Geometries of (a)minimum in the lowest CT state (INCT) and (b and c) transition states on reaction paths of stepwise ESDPT through INCT

(TSCT1 and TSCT2) of the 7AI dimer, optimized at the LC-BLYP level. Bond lengths are in angstroms.
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local excitation is different between TSCT1 and TSCT2: The LE
configuration at TSCT1 and TSCT2 corresponds to the 1La local
excitation on the proton-donating monomer and the proton-
accepting monomer, respectively. The character of the CT
configuration at the transition states is the same as at INCT,
where electron is transferred from HOMO of the proton-
donating monomer to LUMO of the proton-accepting mono-
mer. In other words, proton and electron are transferred from
monomer-e to monomer-g at TSCT1, while they are transferred
from monomer-g to monomer-e at TSCT2. The S2 state at both
TSCT1 and TSCT2 is found to be nearly degenerate with the S1
state and also characterized as mixing of LE and CT configura-
tions. This suggests that the TSCT structures are located near the
conical intersection and appear as a result of an avoided crossing
of the S1 and S2 states.
The IRC calculations show that TSCT1 connects INCT and

TDLE while TSCT2 connects INCT
0 (inverted structure of INCT;

M1 =�1.085,M2 = 0.997 Å) and TDLE. This result suggests that
TSCT1 and TSCT2 can be accessed during the second SPT from
INCT (or INCT

0) to TDLE. As to the first SPT process from
NDLE, INCT can be reached if proton and electron are transferred
from monomer-e to monomer-g, while INCT

0 can be reached if
the transfer occurs in the opposite direction. The second SPT
from INCT and INCT

0 is characterized by the proton and electron
transfer from monomer-g to monomer-e passing through TSCT1
and from monomer-e to monomer-g passing through TSCT2,
respectively. Unfortunately, the transition state connecting NDLE

and INCT via an IRC path could not be found in the present
calculations. We tried several transition-state searches starting
from medium structures between NDLE and INCT as well as
between NDLE and INCT

0 but all the optimizations led to TSCT1
or TSCT2.
If the first SPT exhibits a barrier whose height is similar to the

energy differences between TSCT1 and NDLE (6.0 kcal/mol) and
between TSCT2 and NDLE (6.9 kcal/mol), then this process
would be less likely to occur than the asynchronous concerted
DPT in the LE state discussed in Section 3.2, which exhibits a
barrier of 1.5 kcal/mol at the LC-BLYP level. Even if the first SPT
exhibits a lower barrier, the stepwise ESDPT through INCT may
still be less likely to be completed, because the second SPT from
INCT (or INCT

0) to TDLE along the IRC path through TSCT1 (or
TSCT2) exhibits a much higher barrier of 10.9 (or 11.8) kcal/mol.
It may also be possible that the dimer which has arrived at INCT

(or INCT
0) returns to the ground state through internal conver-

sion resulting from small energy differences between the S0 and
S1 states before the second SPT occurs.49 This possibility has
also been discussed for 2-aminopyridine dimer, another model
of DNA base pairs,57,76 as well as DNA base pairs themselves
(guanine-cytosine and adenine-thymine pairs).77,78

3.4. ESDPT Mechanism. In the preceding sections, three
routes have been presented for the ESDPT reaction in the 7AI
dimer:
Route I: NDLE f TSLE f TDLE (concerted mechanism).
Route II: NDLE f INCT f TSCT1 f TDLE (stepwise
mechanism).
Route III: NDLE f INCT

0 f TSCT2 f TDLE (stepwise
mechanism).
Figure 9 shows schematic pictures of the reaction routes.

Figure 9a plots the value of the reaction coordinatesM1 andM2

(defined in Figure 2) for minima and transition states relevant to
each route, optimized with the LC-BLYPmethod. The respective
points are connected with straight lines. The transition state
connecting NDLE to INCT or INCT

0 could not be found in the
present calculations, so the pathways for the SPT reactions
among these minima are temporarily expressed by dashed lines
connecting NDLE to TSCT1 and TSCT2 for visibility. Figure 9b
shows a diagram for the energy profile of each route calculated at
the LC-BLYP level.
In Route I, the 7AI dimer in the lowest LE state tautomerizes

from NDLE to TDLE by concerted DPT, surmounting an energy
barrier of 1.5 kcal/mol at TSLE (the barrier height is estimated to
be 0.5 kcal/mol at the CASPT2 level). The ESDPT reaction
proceeds asynchronously, where the C2h symmetry of the dimer
is broken. The synchronous ESDPT conserving C2h symmetry
exhibits higher potential energies than the asynchronous ESDPT
in Cs symmetry accompanying the unstable reaction path with
respect to the in-plane mode which breaks the C2h symmetry. In
Routes II and III, on the other hand, two SPTs occur sequentially.
For Route II, the first SPT from NDLE to INCT forms a neutral
intermediate by proton and electron transfer from monomer-e
to monomer-g. The second SPT from INCT to TDLE occurs
through TSCT1, overcoming an energy barrier of 10.9 kcal/mol
by proton and electron transfer frommonomer-g to monomer-e.
TSCT1 is 6.0 kcal/mol higher in energy than NDLE. Similarly, for
Route III, the first SPT from NDLE to INCT

0 forms a neutral
intermediate. However, the direction of the proton and electron
transfer is opposite to Route II, from monomer-g to monomer-e.
For the second SPT from INCT

0 to TDLE, the dimer has to

Figure 9. Schematic pictures of the reaction paths of the ESDPT in the
7AI dimer. (a) Reaction routes plotted in the (M1,M2) plane, whereM1

andM2 are the reaction coordinates defined in Figure 2 and obtained by
LC-BLYP optimization; and (b) energy diagram for reaction routes.
Energies (relative to NDLE) are calculated at the LC-BLYP level.
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overcome an energy barrier of 11.8 kcal/mol at TSCT2 by proton
and electron transfer from monomer-e to monomer-g. TSCT2 is
6.9 kcal/mol higher in energy than NDLE.
According to the energy profiles of the three routes, it seems

that the asynchronous concerted mechanism through Route I is
the most likely to be followed. In the case of the gas phase, at
least, one can say that the ESDPT in the 7AI dimer proceeds
with the concerted mechanism at the lowest excitation energy.
The stepwise mechanism through Routes II or III may also be
possible at higher excitation energies.
In the concerted mechanism, the ESDPT in the 7AI dimer is a

single-step process. This is consistent with the single-exponential
decay of time-resolved electronic spectra of ND at the lowest
excitation energy observed in the gas phase33 as well as in a
nonpolar solvent.36 Presumably, the biexponential decay of other
spectra in the two phases can be explained by combination with
another process at higher excitation energy. For the gas phase,
ESDPT after vibronic excitation of intermolecular stretching
mode may correspond to the faster component of the biexpo-
nential decay, as Sakota et al.33 proposed. In the case of nonpolar
solvent, Takeuchi and Tahara36 assigned the faster decay of
fluorescence spectrum to internal conversion from higher to the
first electronic excited state.
In the experiments on deuterated compounds of the 7AI

dimer, moderate difference was found in the ESDPT rate
constant of two isotopomers (one of them is deuterated on the
NH group of monomer-e, while the other one is deuterated on
the NH group of monomer-g).32,37 This kinetic isotope effect
supports the asynchronous concerted mechanism in Cs symme-
try, where the two SPTs proceed in different pace. If the ESDPT
process were a synchronous process where C2h symmetry is
strictly retained, the two rate constants would be the same.
Photochemical behavior of the 7AI dimer can be considerably

different in polar solvent. Based on time-resolved fluorescence
spectra, Kwon and Zewail37 proposed that the rate of ESDPT is
significantly dependent on the polarity of solvent. On the other
hand, Catal�an79 concluded that the 7AI molecule does not form a
hydrogen-bonded dimer in polar solvent using steady-state
absorption and emission spectroscopy. If the ESDPT occurs
also in polar solvent with the asynchronous concerted mechan-
ism presented in this work, then electrostatic interaction between
solute and solvent molecules is expected to largely affect the
reaction rate, because the dimer exhibits nonzero dipole moment
along the reaction path owing to Cs symmetry. This is in clear
contrast to the synchronous mechanism in C2h symmetry, where
the dipole moment of the dimer remains to be zero. To elucidate
the mechanism of the excited-state process in polar solvent,
however, additional theoretical studies would be necessary taking
into account the effect of solvation on the excited-state potential
energy surfaces, which is beyond the scope of the present work.

4. CONCLUSIONS

The present paper has shown that the ESDPT in the isolated
7AI dimer is likely to follow the concertedmechanism in terms of
excited-state potential energy profiles calculated by the CASPT2
and LC-TDDFTmethods. Three routes have been presented for
the ESDPT reaction paths. In Route I, the DPT reaction takes
place in the LE state through a single transition state following
the concerted mechanism. The concerted ESDPT process has
been found to occur asynchronously in Cs symmetry rather than
synchronously in C2h symmetry. The energy barrier for this

asynchronous ESDPT process is estimated to be 1.5 kcal/mol at
the LC-TDDFT level and 0.5 kcal/mol at the CASPT2 level. In
Routes II and III, on the other hand, the DPT reaction takes place
via a neutral intermediate in the CT state following the stepwise
mechanism, in which two SPTs occur sequentially. Routes II and
III show opposite directions of the charge transfer between
monomer-e and monomer-g. The second SPT from the inter-
mediate requires to overcome a barrier of 10.9 and 11.8 kcal/mol
in Routes II and III, respectively; these barriers are much higher
than the barrier for Route I. Meanwhile, the zwitterionic inter-
mediate presented in previous studies could not be reproduced in
any routes.

One important point is that ab initio and DFT methods
predict the same mechanism of the ESDPT in the LE state by
improving eachmethod. In the present calculations, the CASPT2
and LC-TDDFT methods predict very similar structures of
stationary points as well as similar potential energy profiles in
low-lying excited states for Route I. It is shown that the
conventional TDDFT methods without the LC scheme drasti-
cally underestimate the energies of CT states, resulting in a
wrong picture that many CT states are included in low-lying
excited states along Route I. On the other hand, the LC-BLYP
method exhibits no CT states in low-lying excited states along
Route I and thus reproduces the CASPT2 results very well.
Furthermore, CASSCF optimizations of NDLE are found to
predict qualitatively different structure from the CASPT2 and
LC-TDDFT optimizations, presumably due to mixing of the
S0�1La and S0�1Lb configurations. This discrepancy indicates
that involvement of dynamic electron correlation is decisive in
geometry optimizations for a reliable description of ESDPT
process in the 7AI dimer.

This work sheds some new light on the long-lasting question
about the mechanism of the ESDPT in the 7AI dimer. To explore
the present study further, on-the-fly dynamics simulations of the
DPT process in the gas phase and polar and nonpolar solvents
would be an interesting topic of future studies.
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ABSTRACT: A new parameter set (53A6OXY) is developed for the GROMOS force field, that combines reoptimized parameters
for the oxygen-containing chemical functions (alcohols, ethers, aldehydes, ketones, carboxylic acids, and esters) with the current
biomolecular force field version (53A6) for all other functions. In the context of oxygen-containing functions, the 53A6OXY
parameter set is obtained by optimization of simulated pure-liquid properties, namely the density Fliq and enthalpy of vaporization
ΔHvap, as well as solvation properties, namely the free energies of solvation in water ΔGwat and in cyclohexane ΔGche, against
experimental data for 10 selected organic compounds, and further tested for 25 other compounds. The simultaneous refinement of
atomic charges and Lennard-Jones interaction parameters against the fourmentioned types of properties provides a single parameter
set for the simulation of both liquid and biomolecular systems. Small changes in the covalent parameters controlling the geometry of
the oxygen-containing chemical functions are also undertaken. The new 53A6OXY force-field parameters reproduce the mentioned
experimental data within root-mean-square deviations of 22.4 kg m�3 (Fliq), 3.1 kJ mol�1 (ΔHvap), 3.0 kJ mol�1 (ΔGwat), and 1.7 kJ
mol�1 (ΔGche) for the 35 compounds considered.

I. INTRODUCTION

Molecular dynamics (MD) simulation represents a powerful
tool for investigating the properties ofmolecular systems relevant
in physics, chemistry, and biology.1�4 The usefulness of this
method in the context of condensed-phase systems results in
particular from a favorable trade-off between model resolution
and computational cost. Although classical atomistic models
represent an approximation to quantum mechanics (QM), they
can still provide a realistic description of molecular systems at
spatial and temporal resolutions on the order of 0.1 nm and 1 fs,
respectively, while their computational cost remains tractable at
present for system sizes and time scales on the order of 10 nm
and 100 ns, respectively. These scales are sufficient to enable in
many cases (i) an appropriate description of solvation, by explicit
treatment of the solvent molecules within a sufficiently large
solvation range; (ii) a reliable calculation of thermodynamic
properties via statistical mechanics; and (iii) a direct comparison
with experimental data, namely structural, thermodynamic,
transport, and dynamic observables measured on similar spatial
and temporal scales.

In classical MD simulations, the atomic coordinates and
velocities are propagated in time by integrating Newton’s
equations of motion, possibly thermostatted and barostatted,5

and reformulated in a discretized form.6�8 To this purpose, the
forces acting on each atom at a given time step are calculated on
the basis of an empirical potential-energy function, also called a
force field. A force field is a parametric function of the coordi-
nates of all atoms, and its specification requires the choice
of a functional form and of the associated parameter set. The

functional form is typically defined by a sum of bonded
and nonbonded terms designed to model certain types of
physical interactions. The bonded terms are intramolecular and
generally depend each on a single internal coordinate defined by
a limited set of covalently bonded atoms, e.g., bond stretching,
bond-angle bending, improper-dihedral-angle distortion, and
dihedral-angle torsion. The nonbonded terms account for
through-space interactions and generally depend each on a
single interatomic distance, e.g., pairwise electrostatic and
van der Waals interactions. The parameter set consists of
a list of constants involved in the evaluation of the different
force-field terms, e.g., reference internal-coordinate values,
force constants, torsional-potential multiplicities and phase
shifts, atomic charges, and pairwise van der Waals interaction
parameters.

From a broad perspective, one may distinguish between two
main classes of force fields, involving different scopes and design
strategies.Ononehand,molecularmechanics or spectroscopic force
fields, e.g., CFF,9,10 CVFF,11MM3,12�14 andMM4,15mainly aim at
an accurate description ofmolecular properties in the gas phase, e.g.,
geometries, energies, and vibrational properties. They usually
involve few atom types, a complex functional form, e.g., including
anharmonicities and couplings in the bonded terms, largely auto-
matized parametrization procedures, and parametersmainly derived
on the basis of spectroscopic measurements andQM calculations in
the gas phase. These force fields typically focus on intramolecular
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rather than on intermolecular interactions. Due to the often simplistic
representation of long-range nonbonded interactions and solvation
effects, their application is usually restricted to the conformational
analysis of small molecules, as a classical alternative to more
expensive QM calculations. On the other hand, condensed-phase
or biomolecular force fields, e.g., CHARMM,16�19 AMBER,20�23

OPLS,24�27 and GROMOS,7,28�38 mainly aim at the description of
(bio)molecules in solution. They usually involve a larger number of
atom types, accounting for atoms in different chemical environ-
ments, a simpler functional form, empirical parametrization
procedures, a more extensive use of parameter-combination
and transferability assumptions, and, in particular for OPLS
and GROMOS, parameters derived mainly from experimental
spectroscopic and thermodynamic data concerning liquids and
solutions. These force fields focus on the description of torsional-
angle properties, nonbonded interactions, and solvation effects.
For this reason, they are able to capture the main physics
underlying the properties of condensed-phase systems such as
solids, liquids, solutions, and solvated (bio)molecules.

The GROMOS force field belongs to the second category. It has
been widely used in simulations of liquids,39,40 crystals,41,42

and solutions,43,44 and in the context of biomolecular systems,
e.g., peptides45,46 and proteins,47,48 nucleic acids,35,49 carbohy-
drates,50,51 and lipids.52,53

The main principles underlying the construction of this force
field can be summarized as follows: (i) united atom representa-
tion of aliphatic CH, CH2, CH3, and CH4 groups;28,30,31

(ii) quartic bond-stretching (since 1996), cosine-harmonic
bond-angle bending (since 1996), cosine-series dihedral-angle
torsion, and harmonic improper-dihedral-angle distortion terms;
(iii) Lennard-Jones representation of the van der Waals interac-
tions; (iv) mean-field representation of electronic polarization
effects via enhanced atomic charges appropriate for condensed-
phase (polar) environments (see also refs 54�57 for recent
developments concerning explicit polarization); (v) nonbonded
exclusion of first and second covalent neighbors; (vi) van der
Waals interaction reduction for third covalent neighbors using a
special set of parameters; (vii) van der Waals interaction adjust-
ment distinguishing between non-hydrogen-bonding, uncharged
hydrogen-bonding, and charged hydrogen-bonding interactions;
(viii) application of a geometric-mean combination rule7 for van
der Waals interaction parameters of particular sets of atoms; and
(ix) freely adjustable atomic partial charges; i.e., these charges are
not determined by the atom type.

The main principles underlying the parametrization strategy
of the force field can be summarized as follows: (i) steady but
controlled parameter refinement over the years based on small
molecule data and avoiding unnecessary complexity increases;

Figure 1. Bonded interaction types (bond stretching, bond-angle bending, improper-dihedral-angle distortion, and dihedral-angle torsion) used in the
53A6OXY parameter set. The numbering refers to the type codes of the 53A5 and 53A6 parameter sets.34 The corresponding parameters are also listed in
Table 3.
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(ii) principal focus on torsional-angle properties, nonbonded
interactions, and solvation effects, most relevant for the descrip-
tion of condensed-phase and biomolecular systems; (iii) calibra-
tion involving in the first place primary experimental data, i.e.,
observed thermodynamic and spectroscopic properties concern-
ing small molecules in the condensed phase; (iv) an assumption
of transferability, justifying the application of parameters cali-
brated for small molecules to corresponding fragments within
larger molecules; (v) compatibility with the simple-point-charge
(SPC) water model;58 and (vi) compatibility with reaction-field
electrostatics59 based on an effective long-range cutoff distance of
1.4 nm (since 1996).

The original 37C4 version of the GROMOS force field60 (see
refs 7, 34, 61 for a historical overview) has been progressively
refined and extended, still maintaining the compatibility with the
original functional form, except for the change7,8,29 to quartic
bond stretching, cosine-harmonic bond-angle bending, and
reaction field electrostatics in 1996, and the SPC water model.58

The main consecutive versions of the force field are listed in
Table 1. These were validated by simulations of liquids and
solvated biomolecules.44,62,63 A complete description of the
functional form of the GROMOS force field can be found in
refs 7, 8, 29, and 34. The most recent published force-field
parameter sets are labeled 53A5 and 53A6 and have been
described by Oostenbrink et al.34

The latest force-field version includes two distinct parameter
sets, exclusively differing in the atomic partial charges within
polar functional groups. Set 53A5, which was parametrized to
reproduce thermodynamic properties, e.g., densities and enthal-
pies of vaporization, of pure liquids, is recommended for the
simulation of organic liquids and liquid mixtures. Set 53A6, in
which the atomic partial charges were readjusted so as to
reproduce hydration free energies of polar amino acid analogs,
is recommended for the simulations of biomolecular systems.
The decision of providing two distinct parameter sets34 resulted
from the apparent impossibility of reproducing pure-liquid
properties and hydration free energies simultaneously with a
sufficient accuracy. This incompatibility may be an unavoidable
consequence of the mean-field treatment of electronic polariza-
tion, rendering the derivation of parameters appropriate for both
highly polar (aqueous solution) and less polar (pure organic
liquids) environments impossible. However, two considerations
may soften this statement. First, the derivation of set 53A6 only
involved a readjustment of the charges, not of the van der Waals
interaction parameters. Thus, this set may be viewed as a
compromise combining charges appropriate for high-polarity

environments with van der Waals interaction parameters appro-
priate for lower-polarity environments. For this reason, it has
been recommended, rather than set 53A5, for the simulation of
systems where the partitioning of polar functional groups be-
tween polar and nonpolar environments is of relevance, e.g.,
biomolecules. This compromise is, however suboptimal, com-
pared to allowing for the flexibility that would be offered by a
simultaneous refinement of the two types of nonbonded inter-
action parameters. Second, the derivation of the common van der
Waals interaction parameters of the two sets only involved the
adjustment of the repulsive (C12) coefficients of the Lennard-
Jones interaction, not of the corresponding dispersive (C6)
coefficients. The reason for the latter choice was the qualitative
connection existing between pairwise dispersive interactions and
the electronic polarizabilities of the involved atoms, e.g., through
the Slater�Kirkwood expression,64 which suggests that the C6

parameters should not be freely adjustable. However, considering
that the original GROMOS C6 parameters7 have been derived on
the basis of gas-phase atomic polarizabilities, which might differ
from the “effective” polarizabilities of atoms in molecular envi-
ronments, limited adjustments of these parameters might be
physically justified and used to further enhance the agreement
with the target data.

The goal of the present work is to consistently reoptimize the
nonbonded interaction parameters of set 53A6, in order to derive a
new parameter set reconciling the reproduction of experimental
data concerning pure organic liquids as well as aqueous and
nonaqueous solvation properties within a reasonable accuracy,
namely, as measured by root-mean-square deviations, on the
order of a few percent (about 1�3%) in terms of densities and
of kBT (2.5 kJ mol�1 at room temperature) in terms of energetic
properties. This is done by allowingmore force-field parameters to
be optimized than was the case in the calibration of the 53A5
and 53A6 versions of the force field. At present, solely oxygen
compounds are considered, including the most common chemical
functions of the elements C, H, and O, namely, alcohols, ethers,
aldehydes, ketones, carboxylic acids, and esters. The refinement
only affects the atomic partial charges within the above functions
and the parameters for van der Waals interactions involving
oxygen atoms. A slight readjustment in the reference values (but
not force constants) of the bond-stretching and bond-angle-
bending terms within these functions is also undertaken, so as to
improve the description of their geometries. The resulting param-
eter set is referred to as 53A6OXY.

Table 1. Summary of the Main GROMOS Force-Field Versions since the Original 37C4 Parameter Set

GROMOS force
field nomenclature year of release main improvements references

37C4 1987 GROMOS87 force field ref 60
43A1 1996 GROMOS96 force field refs 7, 28
43A2 2000 reparametrization of the dihedral-angle potentials for n-alkanes ref 30
45A3 2001 improved description of liquid aliphatic hydrocarbons and alkane�water systems ref 31
45A4 2005 improved description of lipids, nucleic acids, and carbohydrates

together with slight readjustment in the choice of vdW interaction types
refs 32, 35, 36, 87

53A5 2004 reoptimization of the polar functional groups (vdW and charges) for pure liquids ref 34
53A6 2004 reoptimization of the polar functional groups (charges only; vdW identical to 53A5)

based on hydration free energies
ref 34

53A6OL3/Chiu 2009 improved parameters for phosphatidylcholine bilayers ref 38
53A6OXY 2011 reoptimization of nonbonded interaction parameters for oxygen compounds

(þ slight readjustments of reference bond lengths and angles within oxygen functions)
present work
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II. COMPUTATIONAL DETAILS

II.1. Parametrization Strategy. The 35 oxygen compounds
considered in the present study are listed in Table 2, along with
corresponding acronyms used in the article. With the excep-
tion of DME (boiling point65 Tb = 254 K), all are in the liquid
phase under standard conditions, i.e. at 1 bar and 298.15K. Someof
these compounds, indicated by the symbol “�”, were used in the
parameter calibration, while others were only used to test the
transferability of the reoptimized parameters. For example, ETL
and PPL were selected to calibrate the alcohol parameters, while
the 13 remaining alcohols were used for validation only.

The thermodynamic observables against which the parame-
trization was performed are (i) the density Fliq of the pure liquid,
(ii) the enthalpy of vaporizationΔHvap of the pure liquid, (iii) the
solvation free energy ΔGwat of the compound in water, and
(iv) the solvation free energy ΔGche of the compound in
cyclohexane. The comparison between simulated and experi-
mental values was performed under standard conditions, except
for DME, where a temperature of 254 K was selected instead.
The improper-dihedral-angle distortion parameters, the dihe-

dral-angle-torsion parameters, the definition of charge groups,
and the special third-neighbor van der Waals interaction param-
eters were kept unaltered with respect to the 53A6 force field.34

Table 2. List of Oxygen Compounds Considered in This Studya

chemical function code name calibrationb εrf κT [10�4 (kJ mol�1 nm�3)�1]

alcohols MTL methanol 33.5 12.48

ETL ethanol � 24.0 11.53

PPL propanol � 20.0 10.26

BTL butanol 17.7 9.42

PTL pentanol 15.1 8.84

HXL hexanol 13.0 8.24

HPL heptanol 11.5 7.94c

OTL octanol 10.1 7.64

2PPL propan-2-ol 19.1 13.32

2BTL butan-2-ol 16.7 9.42c

2PTL pentan-2-ol 13.8 8.84c

3PTL pentan-3-ol 13.4 8.84c

CHXL cyclohexanol 16.4 8.24c

2M2P 2-methylpropan-2-ol 11.5 9.42c

2M2B 2-methylbutan-2-ol 5.7 8.84c

ethers DME methoxymethane � 6.2 8.00c

DEE ethoxyethane � 4.2 8.00c

MPH 1-methoxypropane 4.2c 8.00c

DXE 1,2-dimethoxyethane 7.3 8.00c

aldehydes EAL acetaldehyde � 21.1 8.00c

PAL propionaldehyde 18.4 8.00c

BAL butyraldehyde 13.4 8.00c

ketones PPN propanone � 20.8 13.24

BTN butanone � 17.7 11.88

2PN pentan-2-one 15.4 10.92

3PN pentan-3-one 16.6 10.92c

2HN hexan-2-one 14.5 10.12

3HN hexan-3-one 14.5c 10.12c

acids ACA acetic acid � 6.2 9.17

PPA propionic acid 3.4 9.29

BTA butyric acid 2.9 9.29c

esters EAE ethylacetate � 6.0 8.98d

PAE propylacetate � 5.6 8.67d

BAE butylacetate 5.1 8.39d

MPE methylpropionate 6.0 8.98c

aThe acronyms adopted in this article and the official IUPAC names are provided. The values of the reaction-field static relative dielectric permittivity
(εrf) used in the simulations are also listed and were taken from experimental results,88 when available. The values of the isothermal compressibility κT
used for the pressure scaling in the simulations are also provided and were taken from experimental results,65 when available. bCompounds used in the
calibration. cNot available experimentally and chosen on the basis of experimental data for similar compounds. dNot available experimentally and
approximated by the corresponding adiabatic compressibility.
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On the other hand, the bond-stretching and bond-angle bending
parameters were reassigned (from the list of existing covalent
parameters), on the basis of the consideration of quantum-
mechanically optimized molecular geometries (MP2/6-
311þþG**), as detailed in Figure 1 and Table 3. These calcula-
tions were performed using the Gaussian 03 program,66 and the
adjusment was performed on the basis of the optimized geome-
tries of the compounds propanol, ethoxyethane, propionalde-
hyde, butanone, propionic acid, and ethylacetate.
The interaction parameters of the united aliphatic-carbon atoms

(CH, CH2, and CH3) were not altered in the present work.
These parameters have been previously optimized in the
context of linear, branched, and cyclic alkanes against experi-
mental pure-liquid properties, e.g., density and vaporization
enthalpy, as well as hydration free energies.30,31 They were
subsequently shown to reproduce very well other experimen-
tal properties, including solvation free energies in apolar44,67

and other polar solvents,44 and conformational properties of
hydrocarbons.30 These parameters have been validated in the
context of biomolecular simulations, and especially of lipids,
e.g., in terms of melting temperatures for monoglycerides
at different hydration levels.68 Therefore, the quality of the united-
aliphatic-atom parameters was not questioned, and these para-
meters were directly used as a starting point for the present
reoptimization concerning oxygen-containing compounds.
In GROMOS, the van der Waals interactions are calculated

according to a Lennard-Jones function, i.e., as

VLJðr;C12,C6Þ ¼ ∑
i
∑
j > i

C12, ij
r12ij

� C6, ij
r6ij

 !
ð1Þ

where rij is the (minimum-image) distance between two inter-
action sites i and j, and the parameters C12,ij and C6,ij are defined

following a geometric-mean combination rule

C12, ij ¼ C1=2
12, iiC

1=2
12, jj and C6, ij ¼ C1=2

6, iiC
1=2
6, jj ð2Þ

Up to three different C12
1/2 parameters are actually defined for

every type of atom, labeled hereC12,I
1/2,C12,II

1/2 , andC12,III
1/2 . TheC12,I

1/2,
C12,II
1/2 , and C12,III

1/2 , normally corresponding to increasing repul-
siveness, are used in the cases of non-hydrogen bonding,
uncharged hydrogen-bonding, or changed hydrogen-bonding
interactions, respectively. In the present work, all compounds
considered are uncharged, and the C12,III

1/2 is not relevant. The
choice of the appropriate type of C12

1/2 parameter for the inter-
action between two given types of atoms is defined by a
combination matrix (refer to Table 8 of ref 34 for the 53A5/
53A6 combination matrix, which is used in the present work).
The calibration procedure involved the refinement of the

Lennard-Jones interaction parameters C6
1/2, C12,I

1/2, and C12,II
1/2 asso-

ciated with the atom types O (carbonyl oxygen), OA (alcohol
or carboxylic acid oxygen), and OE (ether or ester oxygen), as
well as of the partial charges of all of the atoms involved in a
specific functional group. Distinct charge sets for alcohol, ether,
aldehyde, ketone, carboxylic acid, and ester groups were used.
The adjustment of the C6

1/2 parameters was kept minimal,
considering the qualitative connection that exists between this
parameter and the electronic polarizability of the corresponding
atom.64

The calibration was performed by trial and error, steered to
some extent by chemical intuition, and a roughly incremental
approach. In particular, the Lennard-Jones interaction param-
eters refined for oxygen atoms in alcohols (OA), ethers (OE),
and ketones (O) were used directly for aldehydes, carboxylic
acids, and esters. The charge sets were refined separately for the
six classes of compounds. During the parametrization of some of
the alcohols and carboxylic acids, adequate parameters leading to

Figure 2. Comparison of simulated and experimental properties obtained with different GROMOS parameter sets (53A5, 53A6, and 53A6OXY). The
properties considered are the pure-liquid density Fliq and enthalpy of vaporization ΔHvap as well as the solvation free energies in water ΔGwat and in
cyclohexane ΔGche, at 1 bar and 298.15 K. The straight line corresponds to a perfect agreement with experimental data.
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the simultaneous reproduction of the experimental data for
the four thermodynamic properties considered could not
be found. In this case, a higher weight was given to Fliq, an
intermediate weight to ΔHvap and ΔGwat, and a lower weight to
ΔGche. The parametrization involved about 200 000 simulation
runs for a total computing time of about 14 CPU years on a
heterogeneous cluster mostly composed of quad-core AMD
Opteron 8380 CPUs.
The final reoptimized nonbonded interaction parameters are

provided in Tables 4 (charges) and 5 (Lennard-Jones), and
compared with the corresponding values in the 53A5 and 53A6
force fields34 as well as a variant, i.e., an ether set labeled
53A6W.

37 The latter set involves modified Lennard-Jones
interaction parameters for the oxygen atom type OE as well
as a slightly different charge set for the ether function, and was
refined specifically for ethers and polyethers against pure-liquid
properties, hydration free energies, and conformational proper-
ties. The definition of the 53A6OXY force field is completed by
(i) the single-atom Lennard-Jones interaction parameters cor-
responding to the 50 unaltered atom types of the 53A6 force
field, see Table VII in ref 34; (ii) the selection matrix for single-

atom parameter combinations defining non-hydrogen-bond-
ing, uncharged hydrogen-bonding, and charged hydrogen-
bonding pair Lennard-Jones parameters in the 53A6 force
field, see Table VIII in ref 34; and (iii) the residue topology
building blocks of the GROMOS force field,7 solely altered in
the assignment of bond and bond-angle types (Figure 1 and
Table 3) as well as atomic charges (Table 4) for the oxygen
functions.
The details concerning the simulations required for the

evaluation of Fliq, ΔHvap, ΔGwat, and ΔGche are provided in the
following sections. Error estimates on the calculated quantities
were evaluated by block averaging.1 For the pure-liquid proper-
ties, Fliq andΔHvap, the errors were always below 1% and are not
reported. For the solvation properties, ΔGwat and ΔGche, the
total error was estimated by weighted summation of error
contributions evaluated separately for the simulations at the
successive λ-values (see section II.5).
II.2. Simulation Protocol. All simulations were performed

using the GROMOS MDþþ program,69 release version 0.3.0.
The GROMOS force-field parameter sets considered are 53A5
and 53A6,34 the variant 53A6W for ethers,37 and the new

Table 3. Bonded Interaction Parameters (Bond Stretching, Bond-Angle Bending, Improper-Dihedral-Angle Distortion, and
Dihedral-Angle Torsion) Used in the 53A6OXY Parameter Set and Comparison with the Values Obtained from ab Initio
Quantum-Mechanical Geometry Optimization

bond stretching
bond type code Kb [10

6 kJ mol�1 nm�4] b0 [nm] beq (HF/6-31þG**) [nm] beq (MP2/6-311þþG**) [nm]

1 15.7 0.100 0.094a/0.095b 0.096a/0.097b

3 12.3 0.109 0.110c 0.111c

5 16.6 0.123 0.119c/0.119d/0.119b/0.119e 0.121c/0.122d/0.121b/0.122e

13 10.2 0.136 0.133b/0.132e 0.136b/0.136e

18 8.18 0.143 0.141a/0.140f/0.143e 0.143a/0.142f/0.145e

27 7.15 0.153 0.151�0.153a,b,c,d,e,f 0.151�0.153a,b,c,d,e,f

bond-angle bending
angle type code Kθ [kJ mol

�1] θ0 [deg] θeq (HF/6-31þG**) [degree] θeq (MP2/6-311þþG**) [degree]

12 450 109.5 110.6a/108.9b 107.5a/105.8b

15 530 111.0 108.4�114.0a,b,c,d,e,f 108.1�113.1a,b,c,d,e,f

16 545 113.0 111.9b/112.8e 111.2b/111.8e

21 620 116.0 116.5c/115.8d 115.9c/116.0d

22 635 117.0 117.8e 114.9e

25 505 120.0 119.9c 120.2c

31 700 122.0 122.1d/122.1b/123.4e 122.0d/122.7b/123.5e

33 730 124.0 123.6c 123.9c

35 750 125.0 126.1b/123.8e 126.1b/124.7e

improper dihedral-angle distortion
improper dihedral-angle type code Kξ [kJ mol�1 deg�2] ξ0 [deg]

1 0.0510 0.0

dihedral-angle torsion
dihedral-angle torsion type code Kφ [kJ mol�1] cos(δ) m

12 16.7 �1.0 2

23 1.26 þ1.0 3

29 3.77 þ1.0 3

40 1.00 þ1.0 6

Molecules considered for the geometry optimization: a Propanol. b Propionic acid. c Propionaldehyde. dButanone. e Ethylacetate. f Ethoxyethane.
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parameter set 53A6OXY developed in the present work. Note that
in the case of ester compounds, the charge set corresponding to
the 53A6 force field is the one developed by Chandrasekhar et al.

(entry q1 of the second table of ref 33). The solvent models
considered are the SPC water model58 and the GROMOS 53A6
cyclohexane model originally developed by Schuler et al.31

Table 4. Partial Charges of the Atoms within the Different Oxygen Functions in the GROMOS Force Fielda

partial atomic charges

chemical function IAC atom type 53A5 [e] 53A6 [e] 53A6variant [e] 53A6OXY [e]

alcohol 21 H 0.403 0.408 0.410

3 OA �0.611 �0.674 �0.700

13�18 CHn 0.208 0.266 0.290

ether 4 OE �0.324 �0.324 0.420b �0.580

13�18 CHn 0.162 0.162 0.210b 0.290

aldehyde 12 C 0.375

20 HC 0.100

1 O 0.475

ketone 1 O �0.450 �0.450 �0.540

12 C 0.450 0.450 0.540

acid 12 C 0.658 0.330 0.550

1 O �0.450 �0.450 �0.550

3 OA �0.611 �0.288 �0.410

21 H 0.403 0.408 0.410

ester 13�18 CHn 0.160 0.266c 0.290

4 OE �0.360 �0.069c �0.370

1 O �0.380 �0.450c �0.550

12 C 0.580 0.253c 0.630
aThe integer atom code (IAC) and the corresponding atom type are also indicated.34 Each set of charges defines a single charge group. The 53A5 and
53A6 force fields34 as well as the variant 53A6W for ethers37 and the parameter set 53A6OXY derived in this work are shown. Empty entries correspond
to parameters not available in the given set. bVariant labeled 53A6W, introduced by Winger et al.37, for the simulation of polyethers, to be used with
OE parameters of the same set (Table 5). c Introduced by Chandrasekhar et al.33 for the simulation of esters and possibly lipids (entry q1 in the second
Table of ref 33).

Table 5. Lennard-Jones Interaction Parameters for the Three Oxygen Types Used in the Simulation of the Chemical Functions
Considered in This Worka

C12
1/2 [10�3(kJ mol�1nm12)1/2]

force field IAC atom type C6
1/2 [(kJ mol�1nm6)1/2] I II III

53A5(6) 1 O 0.04756 1.000 1.130

3 3 3 3 3 3
3 OA 0.04756 1.100 1.227

4 OE 0.04756 1.100 1.227

3 3 3 3 3 3

53A6W 4 OE 0.06313 2.148 1.227 1.748

3 3 3 3 3 3
53A6OXY 1 O 0.04136 0.995 1.100

3 3 3 3 3 3
3 OA 0.04500 1.150 1.350

4 OE 0.04123 1.529 1.529

aThe integer atom type code (IAC) and corresponding atom type34 are indicated along with the single-atom Lennard-Jones interaction parameters C6
1/2

and C12
1/2 entering theGROMOS geometric-mean combination rule.7 The parameters C12,I

1/2, C12,II
1/2 , and C12,III

1/2 refer to non-hydrogen-bonding, uncharged
hydrogen-bonding, and charged hydrogen-bonding interactions. The indicated parameters correspond to the 53A5 and 53A6 force fields,34 to a variant
53A6W for ethers,37 and to the parameter set 53A6OXY derived in this work. Empty entries correspond to parameters not available in the given set.
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All simulations, including the gas-phase simulations, were
carried out under periodic boundary conditions based on cubic
computational boxes. Newton’s equations of motion were inte-
grated using the leapfrog scheme70 with a time step of 2 fs. All
bond lengths were constrained by application of the SHAKE
procedure71 with a relative geometric tolerance of 10�4. The
temperature was maintained close to its reference value of 298.15
K (254 K for DME) by weak-coupling to external baths5 using a
relaxation time of 0.1 ps. In all simulations, including the gas-
phase simulations, distinct temperature baths were used for the
translational and for the internal and rotational degrees of
freedom of the molecules. Note that a joint coupling to a single
temperature bath was used instead in ref 34 for both types of
simulations, which explains the presence of small differences
between the data reported therein and the present data for the
53A5 and 53A6 force fields (only significant for the gas-phase
simulations). Except for the gas-phase simulations, which were
performed at a constant volume, all simulations were carried out
at constant pressure. The pressure was maintained close to its
reference value of 1 bar by isotropic weak-coupling of the atomic
coordinates and box dimensions to a pressure bath5 using a
relaxation time of 0.5 ps. The isothermal compressibilities
involved in the pressure coupling were set to 4.575 � 10�4 (kJ
mol�1 nm�3)�1 for the simulations in water and to 11.2� 10�4

(kJ mol�1 nm�3)�1 for the simulations in cyclohexane, or set
equal to the experimental compressibility for the pure liquids
(Table 2). The center of mass motion was removed every 100 ps.
The nonbonded interactions were computed using a twin-range
scheme,2,7 with short- and long-range cutoff distances set to 0.8
and 1.4 nm, respectively, and an update frequency of five time
steps for the short-range pairlist and intermediate-range interac-
tions. A reaction-field correction59,72 was applied to account for
the mean effect of electrostatic interactions beyond the long-
range cutoff distance, using relative dielectric permittivities of 61
for the simulations in water73 and 6 for the simulations in
cyclohexane, or set equal to the experimental permittivity value
for the pure liquids (Table 2). The reaction-field self-term and
excluded-atom-term contributions74 to the energy, forces, and
virial were included as described in ref 69.
II.3. Pure-Liquid Simulations. The initial coordinates for the

simulations of the pure liquids were generated by randomly
placing 512 molecules in cubic computational boxes of dimen-
sions appropriate for the experimental density of the liquid. After
energy minimization, the systems were equilibrated, first at
constant volume (0.25 ns) and then at constant pressure (1 ns).
The production runs at constant pressure used for the calculation of
Fliq and ΔHvap, covered an additional 2 ns.
II.4. Gas-Phase Simulations.The estimation of the gas-phase

intramolecular energies is required for the calculation of ΔHvap.
These gas-phase simulations were carried out as described in
previous work,30,31,34 by simulating systems in which the indivi-
dual molecules are initially placed very far apart from each other
within a periodic box. The initial coordinates for these simula-
tions were generated by randomly placing 512molecules in cubic
computational boxes of edge length ∼750 nm, respecting a
minimal intermolecular distance of 50 nm. This value is sufficient
to ensure that the distances between atoms within different
molecules do exceed the long-range cutoff distance of 1.4 nm
throughout the simulations. This setup mimics a gas-phase
situation while providing more statistics compared to
a single-molecule simulation, and permitting a coupling to a
nonstochastic thermostat. The systems were equilibrated at

constant volume for 0.1 ns, followed by 0.2 ns of production. The
enthalpy of vaporization ΔHvap was calculated as the difference
between the average potential energy per molecule in the gas-
phase and pure-liquid simulations, expressed on a per mole basis
and increased by RT, where R is the ideal-gas constant and T is
the absolute temperature. This corresponds to a standard-state
definition involving a reference pressure of 1 bar for both the gas-
phase and liquid standard states, as recommended by IUPAC.75

The term MliqFliq
�1, where Mliq is the molar mass of the com-

pound, accounting for the volume-pressure enthalpy contribu-
tion of the pure liquid, is in all cases very small and was neglected.
II.5. Solvation Free-Energy Calculations. Simulations in

water and cyclohexane were carried out in order to evaluate
the corresponding solvation free energies ΔGwat and ΔGche.The
initial coordinates of these simulations were generated by
randomly placing one solute molecule and 1000 or 300 mol-
ecules of water or cyclohexane, respectively, in cubic computa-
tional boxes of dimensions appropriate for the experimental
density of the pure solvent. After energy minimization, the
systems were equilibrated as described for the pure liquids
(section II.3). For the free-energy calculations, the solute�
solvent interactions were perturbed using a coupling-parameter
λ based on a soft-core scheme,76 where λ = 0 corresponds to
full and λ = 1 to vanishing solute�solvent interactions. The
electrostatic soft-core parameter was set to 0.5 nm and the
Lennard-Jones soft-core parameter to 0.5. Thermodynamic
integration77 was applied on the basis of 21 equidistant λ values
and trapezoidal integration in a semi-sequential way; i.e., coordi-
nates obtained after 50 ps of equilibration at λwere used as initial
coordinates for the simulation at λ þ Δλ. For each λ value, the
system was equilibrated for 0.1 ns, followed by a production
simulation of 0.8 ns. The estimates of ΔGwat and ΔGche

calculated in this way, expressed on a per mole basis, were
compared directly to experimental data according to a standard-
state definition involving identical reference molar volumes, e.g.,
1 dm3 mol�1, for the gas-phase and solute standard states. This
procedure performedwell for all compounds, with the exception of
DXE. For this compound, an additional stochastic thermostat was
required for appropriate sampling.

III. RESULTS AND DISCUSSION

The results of the calculations involving the different param-
eter sets considered (Tables 3�5) are reported and compared to
experimental data in Tables 6�11, ordered by chemical function.
The overall quality of the parametrization for the different classes
of compounds is also characterized in Table 12 in the form of
root-mean-square deviations (RMSD) and average deviations
(AVED) of the values of the different observables relative to the
experimental values. The comparison is also illustrated graphi-
cally in Figure 2. For each class of compounds, a comparison of
the results obtained using the different force fields is made. In
nearly all cases, the present reparametrization results in a
significant improvement. The word significant is used here with
reference to differences on the order of at least 1% in terms of the
density or at least kBT (2.5 kJ mol�1 at room temperature) in
terms of energetic quantities.
III.1. Alcohols. The parameters for the alcohol function were

calibrated on the basis of the primary alcohols ETL and PPL, and
their transferability was subsequently tested using the other
primary alcohols MTL, BTL, PTL, HXL, HPL, and OTL, the
secondary alcohols 2PPL, 2BTL, 2PTL, 3PTL, and CHXL, and
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Table 6. Comparison between Experimental and Simulated Properties of the Alcoholsa

param. set compound Fliq (kg m�3) ΔHvap (kJ mol�1) ΔGwat (kJ mol�1) ΔGche (kJ mol�1)

experiment MTL 784b 37.4b �21.4c �5.4c

ETL 785b 42.3b �20.9c �10.8c

PPL 800b 47.5b �20.6c �11.4c

BTL 806b 52.3b �19.8c �14.7c

PTL 811b 56.9b �18.7c �15.1c

HXL 815b 61.9b �18.2c �22.2c

HPL 820d 66.8e �17.7c �25.2c

OTL 822b 71.0b �17.1c

2PPL 780b 45.5b �19.3c �9.9c

2BTL 802b 49.6b �19.2f

2PTL 805b 53.1b �18.4f

3PTL 816b 53.1b �18.2f

CHXL 968b 62.0b �22.9f

2M2P 781b 46.8b �18.9c �12.3c

2M2B 805b 50.2b �18.5f

53A5 MTL 811 [1.03] 41.7 {4.3} �20.1 ( 1.0 {1.2} �4.1 ( 0.7 { 1.3}
ETL 778 [0.99] 45.4 {3.1} �15.5 ( 0.9 {5.4} �8.2 ( 0.7 { 2.7}
PPL 787 [0.98] 49.8 {2.3} �15.6 ( 1.2 {5.0} �11.9 ( 0.9 {�0.5}
BTL 796 [0.99] 54.7 {2.4} �14.4 ( 1.7 {5.3} �15.7 ( 1.1 {�1.0}
PTL 803 [0.99] 59.9 {3.0} �13.4 ( 1.5 {5.3} �19.0 ( 1.0 {�3.9}
HXL 808 [0.99] 65.2 {3.3} �12.2 ( 1.4 {6.1} �23.1 ( 1.1 {�0.9}
HPL 811 [0.99] 70.1 {3.3} �12.5 ( 1.4 {5.2} �26.1 ( 1.2 {�0.9}
OTL 815 [0.99] 75.2 {4.2} �12.0 ( 1.7 {5.1} �28.4 ( 1.1 {�}

2PPL 738 [0.95] 44.3 {�1.2} �10.6 ( 1.3 {8.7} �9.2 ( 0.8 { 0.7}
2BTL 769 [0.96] 49.3 {�0.4} �10.3 ( 1.4 {8.9} �13.7 ( 0.9 {�}

2PTL 779 [0.97] 54.2 {1.1} �9.8 ( 1.2 {8.5} �18.0 ( 0.9 {�}

3PTL 784 [0.96] 53.9 {0.8} �10.1 ( 1.4 {8.1} �18.4 ( 1.2 {�}

CHXL 903 [0.93] 60.4 {�1.6} �13.2 ( 1.3 {9.7} �23.2 ( 1.0 {�}

2M2P 735 [0.94] 39.4 {�7.4} �7.7 ( 1.5 {11.2} �10.4 ( 0.9 { 1.9}
2M2B 772 [0.96] 45.4 {�4.8} �7.3 ( 1.3 {11.2} �14.6 ( 1.1 {�}

53A6 MTL 859 [1.10] 47.0 {9.6} �22.2 ( 1.2 {�0.8} �4.1 ( 0.7 { 1.3}
ETL 796 [1.01] 49.7 {7.4} �19.3 ( 1.2 {1.6} �8.1 ( 0.7 { 2.7}
PPL 797 [1.00] 53.9 {6.4} �19.0 ( 1.5 {1.5} �11.9 ( 0.9 {�0.5}
BTL 804 [1.00] 58.9 {6.6} �18.0 ( 1.3 {1.7} �15.7 ( 1.1 {�0.9}
PTL 808 [1.00] 64.0 {7.1} �17.8 ( 1.5 {0.9} �19.0 ( 1.0 {�3.9}
HXL 811 [1.00] 68.9 {7.0} �16.6 ( 1.7 {1.6} �23.1 ( 1.1 {�0.9}
HPL 815 [0.99] 73.1 {6.3} �16.4 ( 1.6 {1.3} �26.0 ( 1.2 {�0.9}
OTL 817 [0.99] 78.0 {7.0} �15.5 ( 1.5 {1.6} �28.4 ( 1.1 {�}

2PPL 745 [0.96] 48.2 {2.7} �14.8 ( 1.3 {4.5} �9.2 ( 0.8 { 0.7}
2BTL 773 [0.96] 52.8 {3.1} �14.8 ( 1.4 {4.3} �13.7 ( 0.9 {�}

2PTL 786 [0.98] 58.4 {5.3} �14.0 ( 1.2 {4.4} �18.0 ( 0.9 {�}

3PTL 789 [0.97] 57.8 {4.7} �14.2 ( 1.5 {4.0} �18.4 ( 1.2 {�}

CHXL 909 [0.94] 64.2 {2.2} �17.3 ( 1.5 {5.6} �23.2 ( 1.0 {�}

2M2P 742 [0.95] 43.6 {�3.2} �12.5 ( 1.5 {6.4} �10.4 ( 1.0 { 1.9}
2M2B 781 [0.97] 49.9 {�0.3} �12.4 ( 1.1 {6.1} �14.6 ( 1.1 {�}

53A6OXY MTL 822.7 [1.05] 43.0 {5.6} �21.7 ( 1.4 {�0.3} �3.5 ( 0.7 { 1.9}
ETL 776.4 [0.99] 45.6 {3.3} �19.5 ( 1.2 {1.5} �6.2 ( 0.9 { 4.7}
PPL 781.0 [0.98] 49.5 {2.0} �18.2 ( 1.7 {2.4} �10.4 ( 1.1 { 1.0}
BTL 791.4 [0.98] 54.4 {2.1} �16.5 ( 1.8 {3.3} �14.4 ( 1.1 { 0.3}
PTL 796.4 [0.98] 59.7 {2.8} �16.1 ( 1.8 {2.6} �17.9 ( 1.3 {�2.8}
HXL 803.0 [0.99] 64.6 {2.7} �15.7 ( 1.8 {2.6} �21.5 ( 1.5 { 0.8}
HPL 807.3 [0.98] 69.7 {2.9} �14.3 ( 1.8 {3.4} �23.5 ( 1.3 { 1.7}
OTL 810.6 [0.99] 74.6 {3.6} �14.6 ( 2.1 {2.5} �27.7 ( 1.3 {�}

2PPL 733.5 [0.94] 44.2 {�1.3} �13.9 ( 1.3 {5.4} �7.7 ( 1.1 { 2.2}
2BTL 762.3 [0.95] 49.1 {�0.6} �13.9 ( 1.4 {5.3} �13.2 ( 1.2 {�}

2PTL 774.1 [0.96] 54.0 {0.9} �12.7 ( 1.4 {5.7} �16.0 ( 1.1 {�}

3PTL 779.1 [0.95] 53.5 {0.4} �13.7 ( 1.5 {4.5} �15.1 ( 1.4 {�}

CHXL 900.6 [0.93] 60.6 {�1.4} �16.0 ( 1.7 {6.9} �22.9 ( 1.6 {�}

2M2P 731.9 [0.94] 39.7 {�7.1} �10.4 ( 1.4 {8.4} �10.4 ( 1.1 { 1.9}
2M2B 768.6 [0.95] 45.3 {�4.9} �10.7 ( 1.3 {7.8} �14.5 ( 1.5 {�}

aThe properties are the pure-liquid density Fliq and enthalpy of vaporization ΔHvap as well as the solvation free energies in water ΔGwat and in
cyclohexane ΔGche, at 1 bar and 298.15 K. The parameter sets considered are 53A5 and 53A6, as well as 53A6OXY (present work). The Fliq ratio
(simulation divided by experiment) is indicated between square brackets. TheΔHvap,ΔGwat, andΔGche deviations (simulation minus experiment) are
indicated between braces. Experimental values were taken from the following sources: b ref 65, c refs 90 and 91, d ref 92, e ref 89, f ref 93.
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the tertiary alcohols 2M2P and 2M2B. The calculated properties
are compared to experimental data in Table 6.
Considering the primary alcohols beyond MTL, the three

sets (53A5, 53A6, and 53A6OXY) reproduce well the experi-
mental Fliq and ΔGche. Although parameters appropriate for
the longer-chain aliphatic alcohols do not appear to be
transferable to MTL, no additional effort was invested in this
compound considering the availability of a special parameter
set for MTL within GROMOS.78 For the secondary and
tertiary alcohols, the agreement with experimental results in
terms ofΔGche (only two experimental values available) is also
good. However, the liquid densities of these compounds are
underestimated (by about 2�7%) for the three parameter sets.
Considering all alcohols, the calculated ΔHvap and ΔGwat differ

significantly between the 53A5 and 53A6 parameter sets. On the one
hand, the experimentalΔHvap is reasonably well reproduced by 53A5
(RMSD of 3.4 kJ mol�1), but this quantity is overestimated by 53A6
(RMSD of 5.8 kJ mol�1). On the other hand, the experimental
ΔGwat is reasonably well reproduced by 53A6 (RMSD of 3.7 kJ
mol�1) but underestimated in magnitude by 53A5 (RMSD of 7.5 kJ
mol�1). These observations are not surprising considering that the
53A5 set was calibrated to reproduce primarily pure-liquid properties
and the 53A6 set calibrated to reproduce primarily solvation proper-
ties. However, as evidenced by the results obtained using the
53A6OXY parameter set, these two requirements are actually not
entirely incompatible, provided that theC6 parameter is also included
in the optimization procedure. The latter set is as accurate as 53A5 in
terms of ΔHvap (RMSD 3.4f3.3 kJ mol�1) and only slightly less
accurate than 53A6 in terms of ΔGwat (RMSD 3.7f4.8 kJ mol�1).
Considering primary, secondary, and tertiary alcohols sepa-

rately, the deviations from experimental results in terms ofΔHvap

and ΔGwat are largely systematic within each of the three
parameter sets.ΔHvap is typically overestimated for primary and,
to a lesser extent, secondary alcohols, while this quantity is
systematically underestimated for tertiary alcohols.

III.2. Ethers. The parameters for the ether function in
53A6OXY were calibrated on the basis of the topologically
symmetric ethers DME and DEE, and their transferability
subsequently tested using the asymmetric ether MPH and the
diether DXE. Note that the parameter sets 53A5 and 53A6 are
identical for these compounds and were only optimized against
pure-liquid properties, because no ether group is found in amino
acid side chains. In this case, the set will be referred to as
53A5(6). Note also that, in 53A6OXY, the Lennard-Jones inter-
action parameters of the atom type OE (ether or ester oxygen)
were calibrated exclusively considering esters (section III.6), and
not ethers. The parameter refinement for the latter compounds
thus exclusively involved the partial charges. The calculated
properties are compared to experimental data in Table 7.
The 53A5(6) parameter set reproduces well the liquid properties

Fliq and ΔHvap, as well as ΔGche, for which only one experimental
value is available, but it is quite inaccurate in terms of ΔGwat. Here
again, the 53A6OXY parameter set is marginally less accurate than
53A5(6) in terms of ΔHvap (RMSD 1.2f1.6 kJ mol�1), while it
achieves a significantly improved agreement with experimental
values in terms of ΔGwat (RMSD 11.7f1.1 kJ mol�1). Work is
currently in progress to further improve the description of diethers,
in which a recalibration of the torsional potential associated with the
O�C�C�O dihedral angle might be required to reproduce the
experimental relative stability of different conformers.79 Note finally
that the 53A6W variant37 represented a significant improvement
over 53A5(6) in terms of ΔGwat. However, it is still slightly less
accurate compared to 53A6OXY in terms of this property, and shows
a more significant deviation for ΔHvap.
III.3. Aldehydes. The parameters for the aldehyde function in

53A6OXY were calibrated on the basis of the compound EAL, and
their transferability was subsequently tested using the com-
pounds PAL and BAL. The hydrogen atom type HC, originally
introduced for aromatic ring hydrogen atoms and characterized
by nonzero Lennard-Jones interaction parameters, was selected

Table 7. Comparison between Experimental and Simulated Properties of the Ethersa

param. set compound Fliq (kg m�3) ΔHvap(kJ mol�1) ΔGwat (kJ mol�1) ΔGche (kJ mol�1)

experiment DMEb 722c 21.5d �8.0e

DEE 708f 27.1f �7.4e �12.7e

MPH 736d 27.6g �7.0e

DXE 864f 36.4f �20.2e

53A5(6) DMEb 750 [1.04] 22.9 {1.4} 1.4 ( 1.0 {9.4} �9.8 ( 0.8 {�}

DEE 710 [1.00] 27.7 {0.6} 2.5 ( 1.1 {9.9} �15.8 ( 1.0 {�3.1}

MPH 726 [0.99] 29.1 {1.5} 2.1 ( 1.1 {9.1} �15.4 ( 1.3 {�}

DXE 855 [0.99] 37.4 {1.0} �3.5 ( 1.6 {16.7} �21.1 ( 1.2 {�}

53A6W DMEb 749 [1.04] 25.4 {3.9} �7.4 ( 1.0 {0.7} �10.8 ( 0.8 {�}

DEE 717 [1.01] 30.7 {3.6} �2.7 ( 1.1 {4.7} �16.7 ( 1.0 {�4.0}

MPH 730 [0.99] 31.4 {3.7} �1.5 ( 1.3 {5.4} �18.2 ( 1.1 {�}

DXE 852 [0.99] 41.7 {5.3} �15.5 ( 1.8 {4.7} �22.9 ( 1.5 {�}

53A6OXY DMEb 713 [0.99] 24.0 {2.5} �8.4 ( 1.1 {�0.4} �7.3 ( 0.9 {�}

DEE 691 [0.98] 28.0 {0.9} �6.6 ( 1.6 {0.8} �13.0 ( 1.4 {�0.3}

MPH 704 [0.96] 29.3 {1.7} �6.1 ( 1.5 {0.9} �13.5 ( 1.2 {�}

DXE 803 [0.93] 35.7 {�0.7} �18.5 ( 1.8 {1.7} �16.9 ( 1.5 {�}
aThe properties are the pure-liquid density Fliq and enthalpy of vaporization ΔHvap as well as the solvation free energies in water ΔGwat and in
cyclohexaneΔGche, at 1 bar and 298.15 K. The parameter sets considered are 53A5(6) and the variant 53A6W, as well as 53A6OXY (present work). The
Fliq ratio (simulation divided by experiment) is indicated between square brackets. TheΔHvap,ΔGwat, andΔGche deviations (simulationminus experiment)
are indicated between braces. bAt 254 K. Experimental values were taken from the following sources: c ref 94, d ref 92, e ref 90 and 91, f ref 65, g ref 89.
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to represent the hydrogen atom of this functional group. Note that
the Lennard-Jones interaction parameters of the atom type O
(carbonyl oxygen) were calibrated exclusively considering ketones
(section III.4), and not aldehydes. The parameter refinement for the
latter compounds thus exclusively involved the partial charges. The
calculated properties are compared to experimental data in Table 8.
The experimental Fliq and ΔGwat are very well reproduced, while
ΔHvap is systematically overestimated by about 4.5 kJ mol

�1.
III.4. Ketones. The parameters for the ketone function in

53A6OXY were calibrated on the basis of the compounds PPN
and BTN, and their transferability was subsequently tested using
the compounds 2PN, 3PN, 2HN, and 3HN. Note that the
parameter sets 53A5 and 53A6 are identical for these compounds
and were only optimized against pure-liquid properties, because
no ketone group is found in the amino acid side chains. In this
case, the set will be referred to as 53A5(6). The calculated
properties are compared to experimental data in Table 9.

Here again, the 53A6OXY parameter set reproduces the Fliq and
ΔGche very well, slightly better than 53A5(6), and is only
marginally less accurate than 53A5(6) in terms of ΔHvap

(RMSD 0.7f1.5 kJ mol�1), while it achieves a significantly
improved agreement with experimental values in terms ofΔGwat

(RMSD 9.1f2.7 kJ mol�1).
III.5. Carboxylic Acids. The parameters for the carboxylic acid

function in 53A6OXY were calibrated on the basis of the compound
ACA, and their transferability was subsequently tested using
the compounds PPA and BTA. Note that the Lennard-Jones
interaction parameters of the atom types O (carbonyl oxygen) and
OA (alcohol or carboxylic acid oxygen) were calibrated exclusively
considering ketones and alcohols, respectively (sections III.4 and
III.1), and not carboxylic acids. The parameter refinement for the
latter compounds thus exclusively involved the partial charges. The
calculated properties are compared to experimental data in Table 10.
Similarly to the situation encountered for alcohols (section

III.1), the experimental ΔHvap is reasonably well reproduced by

Table 8. Comparison between Experimental and Simulated Properties of the Aldehydesa

param. set compound Fliq (kg m�3) ΔHvap (kJ mol�1) ΔGwat (kJ mol�1) ΔGche (kJ mol�1)

experiment EAL 778b 26.1b �14.6c [�]

PAL 791b 29.6b �14.4c [�]

BAL 796b 33.6b �13.3c [�]

53A6OXY EAL 789 [1.01] 30.5 { 4.4} �13.3 ( 1.0 { 1.3} �7.2 ( 0.7 {�}

PAL 779 [0.99] 34.1 { 4.5} �11.4 ( 1.2 { 3.0} �10.6 ( 0.8 {�}

BAL 790 [0.99] 38.5 { 4.8} �11.3 ( 1.4 { 2.0} �13.3 ( 1.1 {�}
aThe properties are the pure-liquid density Fliq and enthalpy of vaporization ΔHvap as well as the solvation free energies in water ΔGwat and in
cyclohexaneΔGche, at 1 bar and 298.15 K. The parameter set considered is 53A6OXY (present work). The Fliq ratio (simulation divided by experiment) is
indicated between square brackets. TheΔHvap,ΔGwat, andΔGche deviations (simulationminus experiment) are indicated between braces. Experimental
values were taken from the following sources: b ref 65, c ref 93.

Table 9. Comparison between Experimental and Simulated Properties of the Ketonesa

param. set compound Fliq (kg m�3) ΔHvap (kJ mol�1) ΔGwat (kJ mol�1) ΔGche (kJ mol�1)

experiment PPN 784b 31.3b �16.1c �11.2c

BTN 800b 34.5b �15.7c �14.6c

2PN 802b 38.4b �14.8c �17.5c

3PN 809b 38.5b �14.3c �18.0c

2HN 807b 42.9b �13.8c �20.0c

3HN 815d 42.5d

53A5(6) PPN 824 [1.05] 31.6 {0.3} �8.2 ( 0.9 { 7.9} �13.6 ( 0.9 {�2.5}

BTN 810 [1.01] 34.6 {0.1} �6.3 ( 1.0 { 9.4} �16.3 ( 0.9 {�1.8}

2PN 814 [1.01] 39.5 {1.1} �4.7 ( 1.3 {10.1} �20.8 ( 1.0 {�3.3}

3PN 804 [0.99] 37.8 {�0.7} �4.9 ( 1.1 { 9.4} �19.4 ( 1.0 {�1.4}

2HN 817 [1.01] 44.1 {1.2} �5.4 ( 1.4 { 8.3} �24.7 ( 1.1 {�4.7}

3HN 807 [0.99] 42.4 {�0.1} �1.8 ( 1.5 {�} �22.4 ( 1.0 {�}

53A6OXY PPN 813 [1.04] 32.9 { 1.6} �13.8 ( 1.2 { 2.3} �10.8 ( 0.8 { 0.4}

BTN 799 [1.00] 35.5 { 1.0} �13.0 ( 1.5 { 2.7} �13.9 ( 1.1 { 0.7}

2PN 804 [1.00] 40.6 { 2.2} �11.8 ( 1.6 { 3.0} �18.7 ( 0.9 {�1.2}

3PN 794 [0.98] 38.7 { 0.1} �11.0 ( 1.4 { 3.3} �17.8 ( 1.1 { 0.2}

2HN 809 [1.00] 45.2 { 2.3} �12.1 ( 1.4 { 1.7} �23.4 ( 1.1 {�3.4}

3HN 799 [0.98] 43.3 { 0.8} �9.9 ( 1.5 {�} �19.8 ( 1.3 {�}
aThe properties are the pure-liquid density Fliq and enthalpy of vaporization ΔHvap as well as the solvation free energies in water ΔGwat and in
cyclohexane ΔGche, at 1 bar and 298.15 K. The parameter sets considered are 53A5(6) as well as 53A6OXY (present work). The Fliq ratio (simulation
divided by experiment) is indicated between square brackets. The ΔHvap, ΔGwat, and ΔGche deviations (simulation minus experiment) are indicated
between braces. Experimental values were taken from the following sources: b ref 65, c ref 90 and 91, d ref 89.
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53A5 (RMSD of 5.2 kJ mol�1), this quantity being overestimated
by 53A6 (RMSD of 12.7 kJ mol�1), while the experimentalΔGwat is
verywell reproduced by 53A6 (RMSDof 0.9 kJmol�1), this quantity
being underestimated in magnitude by 53A5 (RMSD of 11.8 kJ
mol�1). In contrast to the alcohols, however, neither of the two sets
performs very well in terms of Fliq (overestimated by 4�10%) and
ΔGche (RMSD of 5.1�5.6 kJ mol�1). The 53A6OXY parameter set
provides a compromise between the two sets, being somewhat less
accurate than 53A5 in terms of ΔHvap (RMSD 5.2f6.6 kJ mol�1)
and noticeably less accurate than 53A6 in terms of ΔGwat (RMSD
0.9f4.6 kJmol�1). However, it represents a clear improvement over
both sets in terms of Fliq (maximal deviation of 3%) and ΔGche

(RMSD 5.1�5.6f2.0 kJ mol�1).
III.6. Esters.The parameters for the ester function in 53A6OXY

were calibrated on the basis of the compounds EAE and PAE, and

their transferability was subsequently tested using the com-
pounds BAE and MPE. Note that the Lennard-Jones interaction
parameters of the atom type O (carbonyl oxygen) were cali-
brated exclusively considering ketones (section III.4), and not
esters. The parameter refinement for the latter compounds thus
exclusively involved the atom type OE (ether or ester oxygen)
and the partial charges. The calculated properties are compared
to experimental data in Table 11.
In the context of esters, 53A5 does not perform very well. It

systematically overestimates Fliq (by about 3%), ΔHvap (RMSD
of 3.0 kJ mol�1), and the magnitude of ΔGche (RMSD of 7.2 kJ
mol�1) and, most importantly, largely underestimates the mag-
nitude of ΔGwat (RMSD of 14.0 kJ mol�1). The 53A6 set33

provides a significant improvement in terms of solvation pro-
perties ΔGwat and, to a lesser extent, ΔGche, but at the cost of

Table 10. Comparison between Experimental and Simulated Properties of the Carboxylic Acidsa

param. set compound Fliq (kg m�3) ΔHvap (kJ mol�1) ΔGwat (kJ mol�1) ΔGche (kJ mol�1)

experiment ACA 1044b 51.6c �28.3d �7.2d

PPA 988b 58.6c �27.1d �15.8d

BTA 953b 57.3c �26.6d

53A5 ACA 1148 [1.10] 48.0 {�3.6} �17.2 ( 1.1 {11.1} �14.2 ( 0.9 {�7.0}

PPA 1034 [1.05] 50.6 {�6.7} �16.0 ( 1.4 {11.1} �17.4 ( 1.0 {�1.6}

BTA 992 [1.04] 55.3 {�2.7} �13.4 ( 1.5 {13.2} �20.9 ( 1.1 {�}

53A6 ACA 1147 [1.10] 64.2 {12.6} �28.9 ( 1.3 {�0.6} �14.9 ( 1.0 {�7.7}

PPA 1029 [1.04] 67.8 {10.5} �28.4 ( 1.3 {�1.3} �17.6 ( 1.0 {�1.8}

BTA 990 [1.04] 72.7 {14.7} �27.3 ( 1.8 {�0.7} �20.5 ( 0.9 {�}

53A6OXY ACA 1077.7 [1.03] 57.8 { 6.2} �24.3 ( 1.4 { 4.0} �9.9 ( 1.3 {�2.7}

PPA 975.6 [0.99] 61.3 { 4.0} �22.7 ( 1.5 { 4.4} �14.9 ( 1.3 { 0.9}

BTA 950.0 [1.00] 66.5 { 8.5} �21.4 ( 1.8 { 5.2} �17.9 ( 1.2 {�}
aThe properties are the pure-liquid density Fliq and enthalpy of vaporization ΔHvap as well as the solvation free energies in water ΔGwat and in
cyclohexane ΔGche, at 1 bar and 298.15 K. The parameter sets considered are 53A5 and 53A6, as well as 53A6OXY (present work). The Fliq ratio
(simulation divided by experiment) is indicated between square brackets. TheΔHvap,ΔGwat, andΔGche deviations (simulation minus experiment) are
indicated between braces. Experimental values were taken from the following sources: b ref 65, c ref 95, d refs 90 and 91.

Table 11. Comparison between Experimental and Simulated Properties of the Estersa

param. set compound Fliq (kg m
�3) ΔHvap (kJ mol�1) ΔGwat (kJ mol�1) ΔGche (kJ mol�1)

experiment EAE 895b 35.6b �13.1c �14.9c

MPE 915d 35.6e �12.3c �15.5c

PAE 883b 39.8b �12.0c �18.2c

BAE 876b 43.6b �10.7c �20.7c

53A5 EAE 923 [1.03] 38.0 {2.4} 0.8 ( 1.5 {13.9} �22.4 ( 1.1 {�7.5}
MPE 926 [1.01] 37.3 {1.7} 1.0 ( 1.2 {13.3} �22.1 ( 1.1 {�6.6}
PAE 907 [1.03] 42.7 {2.9} 2.6 ( 1.5 {14.5} �23.9 ( 1.0 {�5.7}
BAE 896 [1.02] 47.9 {4.3} 3.5 ( 1.5 {14.1} �29.3 ( 1.1 {�8.7}

53A6 EAE 959 [1.07] 47.6 {12.0} �16.4 ( 1.2 {�3.4} �21.3 ( 1.0 {�6.4}
MPE 965 [1.05] 48.8 {13.2} �17.3 ( 1.2 {�5.1} �21.4 ( 0.9 {�5.8}
PAE 934 [1.06] 51.5 {11.7} �15.7 ( 1.4 {�3.7} �25.1 ( 0.9 {�6.9}
BAE 918 [1.05] 56.0 {12.4} �15.0 ( 1.5 {�4.3} �26.6 ( 1.2 {�6.0}

53A6OXY EAE 881.8 [0.99] 36.0 {0.4} �9.6 ( 1.2 { 3.4} �17.4 ( 1.4 {�2.5}
MPE 883.1 [0.97] 36.0 {0.4} �10.2 ( 1.4 { 2.1} �16.5 ( 1.3 {�1.0}
PAE 871.4 [0.99] 40.4 {0.6} �10.3 ( 1.7 { 1.7} �19.9 ( 1.3 {�1.7}
BAE 866.1 [0.99] 45.3 {1.7} �7.4 ( 1.9 { 3.2} �23.3 ( 1.5 {�2.7}

aThe properties are the pure-liquid density Fliq and enthalpy of vaporization ΔHvap as well as the solvation free energies in water ΔGwat and in
cyclohexane ΔGche, at 1 bar and 298.15 K. The parameter sets considered are 53A5 and 53A6, as well as 53A6OXY (present work). The Fliq ratio
(simulation divided by experiment) is indicated between square brackets. TheΔHvap,ΔGwat, andΔGche deviations (simulation minus experiment) are
indicated between braces. Experimental values were taken from the following sources: b ref 65, c ref 90 and 91, d ref 92, e ref 89.
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deteriorating the reproduction of the pure-liquid properties Fliq
and ΔHvap. The 53A6OXY parameter set represents an improve-
ment over 53A5 (as well as 53A6) in terms of all properties
considered, namely, Fliq (underestimated by about 1 to a max-
imumof 3%),ΔHvap (RMSD 3.0f0.9 kJmol�1),ΔGwat (RMSD
14.0f2.8 kJ mol�1), and ΔGche (RMSD 7.2f2.1 kJ mol�1).
This improvement is expected to be particularly beneficial in the
context of lipid simulations, where the 53A5 parameter set did
not lead to entirely satisfactory results,33,38,53,80�82 which may
also be related to the choice of Lennard-Jones interaction
parameters between headgroup atoms.38

III.7. Discussion. It has sometimes been suggested that a
simultaneous reproduction, with a reasonable accuracy, of the
pure-liquid properties of organic liquids (molecule in a low-polarity
environment) and of their hydration free energies (molecule in a
high-polarity environment) is incompatible with a mean-field
representation of electronic polarization effects in classical force
fields.83,84 According to the results presented here, this statement
seems to lack general validity. Furthermore, if such an incompat-
ibility is indeed observed for some classes of compounds, itmay not
originate solely from electronic polarization effects but could be
related to the representation of hydrogen-bonding interactions.
The ability of the 53A6OXY parameter set to reproduce both

pure-liquid and hydration properties differs significantly among
the functional groups considered. For example, for ketones,
ethers, and esters, both types of properties are reproduced
accurately. In particular, deviations on the order of 1�2 kJ
mol�1 compared to experimental values for the hydration free

energies are within the statistical errors affecting these types of
calculations and, for some compounds, within the errors asso-
ciated with the experimental data itself. Therefore, for these
compounds and considering the target properties Fliq, ΔHvap,
ΔGwat, and ΔGche, the present force field gives entirely satisfac-
tory results, and an explicit representation of electronic polarizability
does not appear to be required in this case. Of course, this explicit
representation could still be beneficial for the description of other
system properties such as dielectric or transport properties. Con-
sidering alcohols and carboxylic acids, however, although an improve-
ment with respect to the previous versions of the force field was
achieved, agreement with the experimental data is not as satisfactory.
Interestingly, these compounds are also those presenting hydrogen-
bond donor groups and are therefore capable of forming intermole-
cular hydrogen bonds in the pure-liquid state as well as of donating
(rather than only accepting) hydrogen bonds to (from) water
molecules in the hydrated state. Moreover, the argument usually
invoked to justify the statement that implicitly polarizable classical
models cannot reproduce pure-liquid and hydration properties
simultaneously is that a model calibrated for a low-polarity environ-
ment will be “underpolarized” when placed in a higher-polarity
environment, i.e., it will lack an additional effective dipole enhance-
ment that should be caused by the polarization response to the new
environment. Conversely, a model calibrated for a high-polarity
environment will be “overpolarized” when placed in a lower polarity
environment. This explanation appears reasonable but is incompa-
tible with the observation that, for esters, the pure liquids of which
have a relatively low dielectric permittivity (∼5�6), the present

Table 12. Root-Mean-Square Deviations (RMSD) of the Simulation Averaged Values of Different Observables (Gliq, ΔHvap,
ΔGwat, and ΔGche) Relative to Experimental Valuesa

Fliq ΔHvap ΔGwat ΔGche

chemical function parameter set (kg m�3) (kg m�3) (kJ mol�1) (kJ mol�1) (kJ mol�1) (kJ mol�1) (kJ mol�1) (kJ mol�1)

alcohols 53A5 29.7 [�20.7] 3.4 [0.8] 7.5 [7.0] 1.8 [�0.1]

53A6 31.2 [�11.2] 5.8 [4.8] 3.7 [3.0] 1.9 [�0.1]

53A6OXY 33.8 [�24.1] 3.3 [0.7] 4.8 [4.1] 2.2 [1.3]

ethers 53A5(6) 15.6 [2.8] 1.2 [1.1] 11.7 [11.3] 3.1 [3.1]

53A6W 15.7 [4.5] 4.2 [4.1] 4.3 [3.9] 4.0 [4.0]

53A6OXY 35.8 [�29.8] 1.6 [1.1] 1.1 [0.8] 0.3 [0.3]

aldehydes 53A6OXY 10.0 [�2.3] 4.6 [4.6] 2.2 [2.1]

ketones 53A5(6) 18.4 [9.8] 0.7 [0.3] 9.1 [9.0] 3.0 [�2.7]

53A6OXY 14.9 [0.2] 1.5 [1.4] 2.7 [2.6] 1.7 [�0.7]

carboxylic acids 53A5 69.4 [63.0] 5.2 [�4.5] 11.8 [11.8] 5.1 [�4.3]

53A6 66.8 [60.3] 12.7 [12.4] 0.9 [-0.9] 5.6 [�4.8]

53A6OXY 20.6 [5.7] 6.6 [6.0] 4.6 [4.5] 2.0 [�0.9]

esters 53A5 21.7 [20.8] 3.0 [2.8] 14.0 [14.0] 7.2 [�7.1]

53A6 52.3 [51.8] 12.3 [12.3] 4.1 [-4.1] 6.3 [�6.3]

53A6OXY 19.1 [�17.0] 0.9 [0.8] 2.8 [2.6] 2.1 [�1.9]

all 53A5 30.9 [15.1] 2.7 [0.2] 10.8 [10.6] 4.0 [�3.5]

53A6 36.9 [22.7] 6.6 [6.2] 5.9 [3.7] 4.0 [�3.4]

53A6OXY
b 24.8 [�13.0] 2.8 [2.0] 3.2 [2.9] 1.7 [�0.4]

53A6OXY
c 22.4 [�11.2] 3.1 [2.5] 3.0 [2.8] 1.7 [�0.4]

aThe corresponding average deviations (AVED) are also indicated within brackets, corresponding to simulation minus experiment. b Excluding the
aldehydes from the calculation. c Including the aldehydes in the calculation.
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parametrization achieves agreement with experimental pure-liquid
properties and hydration free-energies simultaneously, whereas for
alcohol, the pure liquids of which have a relatively high dielectric
permittivity (∼25), it is apparently impossible to reach such an
agreement. Finally, comparing the gas-phase static molecular polar-
izabilities of e.g.methylpropionate85 (∼8.53�8.79Å3) andpropionic
acid85 (∼6.80�6.96 Å3), one would expect that polarizability effects
are more important for an ester than for a carboxylic acid, although
the present results, interpreted in terms of the above justification,
would suggest the opposite conclusion. It seems therefore question-
able to attribute the problem solely to the implicit treatment of
electronic polarization effects. Classical force fields, irrespective of
the way they account for molecular polarizability, involvemany other
approximations, ranging from the harmonic description of covalent
interactions to the simplified and empirical treatment of both van der
Waals interactions (e.g., ad hoc inverse-12th power form of the
repulsion contribution to the Lennard-Jones interactions, neglect of
dispersion effects beyond the inverse-sixth power term, ad hoc
combination rules) and Coulombic interactions (e.g., distributed
monopole approximation to the molecular charge density,
cutoff and reaction-field correction). In particular, the appar-
ent impossibility of reproducing simultaneously pure-liquid
and hydration properties for alcohols and carboxylic acids
rather hints toward deficiencies in the representation of hydro-
gen-bonding interactions as a mere resultant of Coulombic
attraction and van der Waals repulsion. Of course, these differ-
ences may also have a component resulting from electronic
polarizability. However, it should be kept in mind that even if the
inclusion of explicit polarization turns out to remedy the
problem, this is not sufficient to prove that electronic polariz-
ability was its cause, considering that an increase in the flexibility
of the force field functional form by introduction of new param-
eters will automatically improve agreement with experimental
data after an appropriate parametrization.

IV. CONCLUSIONS

In the present work, a new parameter set (53A6OXY) is
developed for the GROMOS force field that combines reopti-
mized parameters for the oxygen functions (alcohols, ethers,
aldehydes, ketones, carboxylic acids, and esters) with the current
biomolecular force-field version34 53A6 for all other functions.

For the 35 oxygen compounds considered, the new 53A6OXY
parameter set provides a unified and satisfactory description of
the two pure-liquid properties (Fliq, ΔHvap) and the two solva-
tion properties (ΔGwat,ΔGche) that were considered. Compared
to 53A5 and 53A6, 53A6OXY nearly systematically leads to
comparable or improved agreement with experimental data in
terms of these four quantities (the only noticeable exception
being ΔGwat for carboxylic acids).

The performance of the 53A6OXY set relies on adding
increased flexibility in the calibration task through (i) a simultaneous
rather than separate refinement against experimental values of pure-
liquid and solvation properties, (ii) a simultaneous rather than
successive refinement of the Lennard-Jones interaction parameters
and charges, and (iii) the allowance of moderate adjustments in the
dispersive coefficients (C6

1/2) of the Lennard-Jones interactions.
Note that the latter adjustments are truly limited, with a change of
the value 0.04756 (kJ mol�1 nm6)1/2 for all oxygen atoms in 53A5
and 53A6 to 0.04136, 0.04500, and 0.04123 (kJ mol�1 nm6)1/2 for
the atom types O, OA, and OE, respectively, in 53A6OXY.

Work is currently in progress following the same strategy to
define improved interaction parameters for nitrogen-containing
(amine and amide functions), sulfur-containing (thiol and sulfide
functions), and aromatic compounds in the GROMOS force
field. This extension would lead to an improved force field
covering the entire range of amino acid side chains in natural
polypeptides. A combination of 53A6OXY with the recently
reoptimized 53A6CARBO parameter set for carbohydrates86 is
also planned. As with earlier versions of the GROMOS force
field, the appropriateness of the new parametrizations remains to
be validated in the context of biomolecular simulations.
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ABSTRACT: Markov state models parametrized using molecular simulation data are powerful tools for the investigation of
conformational changes in biomolecules and in recent years have gained increasing popularity. However, a Markov state model is an
approximation to the true dynamics of the complete system. We show how Markov state models are derived from the generalized
Liouville equation identifying the assumptions and approximations involved and review the mathematical properties of transition
matrices. Using two model systems, a two-bit flipping model consisting of only four states, and molecular dynamics simulations of
liquid butane, we subsequently assess the influence of the assumptions, for example, of the marginal degrees of freedom, used in the
derivation on the validity of the Markov state model.

1. INTRODUCTION

The dynamics of large biomolecules encompasses processes of
vastly different time scales. Fast processes, such as bond-angle
vibrations, happen on the femtosecond time scale and are
coupled to slow processes, such as large conformational rearran-
gements, which happen on the micro- to millisecond time scale.
For example, the folding of an entire protein can easily take
seconds. In a molecular dynamics (MD) simulation of a biomo-
lecule at the atomic level, the integration step of the simulation is
bound to the order of 1 fs.1,2 Constraining the fast processes to a
fixed value, the only exception being the bond-length vibration,
will distort the dynamics of the slow processes.3-5 Thus, a MD
simulation of a folding process aims at emulating a process with a
time scale of micro- to miliseconds by tracing out trajectories at a
femtosecond resolution, thereby bridging time scales of 9 to 12
orders of magnitude. This together with the fact that MD
simulation programs scale poorly for the parallelization to many
processors makes MD simulations of biomolecular processes
time-consuming. Moreover, by integrating the time evolution of
each degree of freedom explicitly, the amount of detail produced
by an atomic-levelMD simulation is barely manageable and often
far beyond what is needed for the elucidation of a particular
molecular phenomenon.

The combination of MD simulation with stochastic models
such as Markov state models (MSM) has the power to redress
both of these shortcomings. For the construction of a MSM, the
complete coordinate space of the simulated system (i.e., solute
plus solvent) is split into a set of relevant coordinates and a set of
marginal coordinates. In the first instance, the term “relevant
coordinates” denotes any set of coordinates which is of relevance
to the question which is to be investigated by the simulation.
MSMs provide a means to concisely represent the dynamics of
the relevant coordinates, formulated as a transition matrix with a
dimension on the order of typically several hundreds to several
thousands. Properties of interest, such asmean first passage times
and mean life times, can be directly extracted from this transition
matrix.6,7 The conformational equilibrium distribution emerges
as the first eigenvector of the transition matrix, and metastable
states can be identified by grouping the states of the Markov

process in such a manner that the metastability of the groups is
maximized. This corresponds to maximizing the trace of the
coarse-grained matrix.8

MSMs are associated with a time step, called lag time, which is
typically on the order of pico- to nanoseconds. If the dynamics of
the relevant coordinates are indeed Markovian at this lag time,
then the MSM can be parametrized by a large number of short
MD simulations.10 This approach does not necessarily decrease
the required computer time but rather, when the short simula-
tions are run in parallel on several computers, the time one has to
wait for the results.

In aMSM, the configurations of the system are mapped onto a
(typically small) set of states, and the dynamics are modeled by
the transition probabilities between these states. While from a
mathematical point of view, the mapping corresponds to a
projection and can done by a single operator multiplication,9 in
any practical application, this projection is split into two con-
secutive steps: (i) separation of the complete coordinate space
into relevant and marginal coordinates and (ii) discretization of
the relevant coordinates. These models are clearly an approx-
imation of the true dynamics. The idea is that the influence of the
marginal degrees of freedom averages out over time and that one
can often find a time lag τMarkov for which the deviation from
Markovian behavior in the relevant coordinates is small enough
to be neglected. A Markov model with a time resolution of
τMarkov or larger may then represent a realistic model of the true
dynamics. Ultimately, the quality of the Markov model, i.e., how
faithfully the model reproduces the dynamics in the relevant
degrees of freedom, depends on (i) the interaction of the set of
marginal coordinates with the set of relevant coordinates, (ii) the
precise discretization of the relevant coordinates, and (iii) the
statistical errors due to finite sampling of the dynamics of the system.

Since Swope et al.11,12 presented the first extensive and
detailed application of MSM to the analysis of molecular
simulation data, MSMs of biomolecular systems have developed
into a very active field of research.9,13-17
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The extraction of metastable states from a given MSM, which
is equivalent to the coarse-graining of the transition matrix, has
been a major issue in the discussion of the application of MSMs.
Two basic approaches have been published. One maximizes the
metastability of the resulting coarse-grained states using tem-
perature annealing schemes;8,17 the other exploits properties of
the eigenvectors of the fine-grained transition matrix to define
the coarse-grained states.7,18,19

Recently, methods which optimize the amount of simulation
data needed for the construction of a MSM have been published.
These methods either rely on enhanced sampling techniques in
the simulation process16,20-24 or apply an adaptive sampling
scheme which couples the start of new simulations to a quality
estimate of the current MSM.25

A large number of publications deal with the discretization of
the relevant degrees of freedom.No�e et al.7 discretized each back-
bone dihedral angle along the minima of a probability distribu-
tion of this angle, thereby discretizing the conformational space
according to the rotamers of the molecule. More often, however,
the conformations of the molecule are mapped onto more global
descriptors such as secondary structure motifs of amino acids in a
peptide13,20 or the number of intramolecular hydrogen bonds.7

In 2007, Chodera et al.8 published an adaptive discretization
scheme in RMSD space. Jensen et al.26 discretized the two central
dihedral angles of a tetrapeptide according to the most populated
regions in their Ramachandran plots and varied the positions of
the boundaries. They found that the quality of the MSM is
sensitive to the exact position of the boundaries. This finding is in
line with the results of Sarich et al.,9 who demonstrate analytically
that the error caused by the discretization is determined by the
precision with which the transition region is discretized. Moving
the boundary away from the transition point impairs the quality
of the MSM.

Several methods have been developed for the estimation of the
statistical uncertainties in the eigenvalues and eigenvectors of the
transition matrix and properties derived from the transition
matrix.27-29

To the best of our knowledge, no systematic study of the influ-
ence of the marginal coordinates on the dynamics of the relevant
coordinates has been published. Conceptually, this question is
close to the discussion about the influence of the bath degrees of
freedom on the solute coordinates in Brownian dynamics.30

However, some of the assumptions (very large number of bath
degrees of freedom, all coupled with the same coupling constant
to the solute degrees of freedom) clearly do not apply in the
context of MSM of molecular dynamics.

This publication has two objectives: (i) a review of the
mathematical concepts and assumptions which form the basis
of a stochastic model of molecular dynamics and (ii) an illustra-
tion of the effect of the marginal coordinates on the dynamics of
the relevant coordinates. These two parts are closely linked since
the properties of the marginal coordinates determine to a large
extent the quality of the Markov model.

In the first part, we demonstrate how stochastic equations of
motion emerge from deterministic ones when the coordinate set
is split into relevant and marginal coordinates. We list the condi-
tions a stochastic equation of motion must fulfill in order to be
Markovian.We then show how thematrix formalism of transition
matrices arises from a given Markovian equation of motion.
Finally, we review the mathematical properties of transition
matrices and link them to physical concepts such as ergodicity
and equilibrium dynamics.

In the second part, we use twomodel systems to study how the
properties of the marginal coordinates affect the assumption that
the dynamics of the relevant coordinates areMarkovian. The first
system consists of two bits which can flip between “0” and “1”.
One bit represents the relevant coordinates, the other the
marginal ones. We illustrate how the coupling strength and the
relative speed of the two bits influence the quality of the Markov
model. The second system consists of molecular dynamics simu-
lations of a butane molecule (relevant coordinates) immersed in
a solvent of butane molecules (marginal coordinates). The
solvent is modeled on the one hand explicitly (at various tempe-
ratures and pressures) and on the other hand implicitly using sto-
chastic dynamics (with various temperatures and friction coeffici-
ents). The influence of these parameters on the quality of the
Markov model is demonstrated.

2. THEORY

We consider a system of Nx time-dependent variables and an
ensemble of an infinite number of replicas of this system. The
configuration of system n in the ensemble at time t is defined by a
configuration vector xn(t) containing the instantaneous values of
the Nx variables of this system at time t. The dynamics of the
ensemble is said to be Markovian if the individual systems obey
equations of motion of the form

x. nðtÞ ¼ f ðxnðtÞ, ysðt, snÞÞ ð1Þ
where f and ys on the right-hand side are functions that are
identical for all systems in the ensemble, while sn represents a
scalar value attributed to a specific system n. Equation 1 states
that the change of the configuration of the nth system at time t,
_xn(t), only depends on its current configuration xn(t) and the
current values of a set of variables ys(t,sn).

The function ys(t,sn) is used to implement the difference
between deterministic and stochastic ensemble dynamics. If the
ensemble dynamics are deterministic, the parameter sn can be
dropped and ys(t,sn) = ys(t) is the same for all systems; i.e., all
systems in the ensemble follow the same equation of motion.
If the ensemble dynamics involves a set of stochastic variables,
ys(t,sn) represents a particular trajectory with index sn in this
variable space, which was drawn from a stochastic process Y(t).
In this case, the equation of motion, eq 1, differs for each system.

In computational terms, sn can be viewed as the seed for a
pseudorandom number sequence assigned to the system. In
more mathematical terms, sn can also be viewed as defining this
sequence itself, e.g., in the form of the representation of this real
number by an infinite string of bits. The way in which sn, or the
derived pseudorandom number sequence, is exploited by the
function ys, e.g., to generate the time series of stochastic
Gaussian-distributed variables, need not be specified at this point.
However, it is assumed that the resulting probability distribution
of the stochastic variables over all systems in the ensemble at a
given configuration x is time-invariant.

The key assumptions for Markovian ensemble dynamics are
that the single-system dynamics fulfill the following conditions:
(i) deterministic (xn(t) is determined by the sole knowledge of
xn(0) and sn), memoryless ( _xn(t), as expressed by the function f,
involves no explicit dependence on xn(t0) with t0 < t), and
stationary ( _xn(t), as expressed by the function f, involves no
explicit dependence on t); (ii) a common equation of motion (no
stochastic component) or a set of stochastically distributed
equations of motion for the different systems in the ensemble.
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Note that the stochasticity property only becomes apparent at
the level of the ensemble. From the point of view of a single
system n, the dynamics are entirely deterministic, given the value
of sn assigned to this system. Note also that the system dynamics
need not necessarily be continuous in time; i.e., _xn(t) may involve
Dirac delta functions in time.

The instantaneousmacrostate of the ensemble is defined by the
(normalized) configurational probability distribution F(x,t) of the
individual systems at time t in theNx-dimensional space of the system
configurations, which obeys the generalized Liouville equation:

_Fðx, tÞ ¼ ^
L Fðx, tÞ ð2Þ

L̂ is called the generalized Liouville operator or the generator. The
assumptions of Markovian dynamics imply that L̂ in eq 2 is time-
independent, corresponding to equilibrium dynamics. Introducing
the requirement that eq 2 be valid for any arbitrary initial configura-
tional distribution F(x,0) and all times (including t = 0), the operator
L̂ is unique, and its exact form can, at least in principle, be derived
from knowledge of the function f(x,y) in eq 1 and of the stochastic
variable probability distribution. Different forms of the generalized
Liouville equation include the Liouville equation31,32 (Hamiltonian
dynamics), the Fokker-Planck equation6,32 (Langevin dynamics), or
the Smoluchowksi equation32 (Brownian dynamics).

By introducing an infinite set of basis functions φi(x), e.g.,
Dirac delta functions, covering the Nx-dimensional space of the
configuration variables, the configurational probability distribu-
tion F(x,t) may be rewritten as a configurational probability vector
p(t) with components pi(t), which are real, non-negative, and
sum up to 1. The generalized Liouville equation, eq 2, may then
be translated into an equivalent matrix equation:

p. ðtÞ ¼ KpðtÞ ð3Þ
in which the generalized Liouville matrix K is a rate matrix with
off-diagonal elements Kij g 0 representing the rate of transition
from configuration point j to configuration point i and the
diagonal element Kjj is equal to -

P
i 6¼j Kij. Consequently, the

elements of each of its columns add up to 0.
Equation 3 can be formally integrated in time over an interval τ

(τ > 0), referred to as a lag-time yielding

pðt þ τÞ ¼ TðτÞ pðtÞ ð4Þ
resulting in the introduction of a corresponding transition matrix
T(τ), defined as

TðτÞ _¼expðτKÞ ð5Þ
Equation 5 effectively introduces a time discretization of the
continuous Markov process. The elements of T(τ) are real and
non-negative

Tij ∈ R,TijðτÞ g 0 " i, j, τ ð6Þ
and satisfy the normalization conditionX

i

TijðτÞ ¼ 1 " j, τ ð7Þ

They represent the probability of a transition from a point j to a
point i in configurational space during a lag time τ. Equations 6
and 7 define a column stochastic matrix. From the definition of
T(τ), one can directly derive the Chapman-Kolmogorov equa-
tion representing the recursivity property

Tðτ1 þ τ2Þ ¼ Tðτ1ÞTðτ2Þ ¼ Tðτ2ÞTðτ1Þ ð8Þ

When formulated as

TðnτÞ ¼ TnðτÞ ð9Þ
this relation can be used as a check of whether a process with a
time discretization of τ is Markovian.6,14

The matrix T(τ) possesses Nd eigenvalues, λR(τ), with asso-
ciated left eigenvectors, ψR. The eigenvectors are formally
defined within an arbitrary multiplicative factor. To make their
definition unambiguous, it will be assumed that these vectors are
selected such that (i) the sum of the two-norm of the elements of
an eigenvector is always unity; (ii) the first nonvanishing
component of an eigenvector is always real and positive. With
this convention, the eigenvectors with real eigenvalues always
have real components that add up to unity. Because T(τ) is
column stochastic, it also has the following properties:18

1. It possesses a special (real) left eigenvector (which will be
given the indexR = 1),ψ1 =Nd

-1{1, 1, ..., 1} associated with
the eigenvalue λ1 = 1. Therefore, it also possesses at least
one corresponding (real) right eigenvector associated with
this eigenvalue. Note that in the case of uncoupled Markov
chains, i.e., if T(τ) can be permuted into a block-diagonal
form, the eigenvalue is degenerate, i.e., associated with
more than one left and right eigenvector.18

2. Its eigenvalue spectrum has a radius of 1, i.e., |λR(τ)| e 1
for all R.

At this point, one may add a third assumption to the
assumptions underlying Markovian dynamics, namely that of
irreducibility. The Markovian ensemble dynamics is also irredu-
cible when

lim
τ f ¥

τ-1
Z τ

0
dτ0Tðτ0Þ ¼ Tsum > 0 ð10Þ

where Tsum > 0 is a short-hand notation for

Tsum, ij > 0 " i, j ð11Þ
Irreducibility implies that any configuration has a nonvanishing
probability of undergoing a transition to any other configuration
considering all possible lag times. It does, however, not imply that
there exists a single lag time τ0 for which all possible transitions
have a nonvanishing transition probability.

Irreducibility is not identical with the concept of ergodicity,
but it is closely linked to it. A system is ergodic if the time its
(sufficiently long) trajectory spends in any given configuration is
proportional to the probability with which this configuration is
realized in the ensemble at a given time t. Then, the time average
of any property A calculated along its trajectory is the same as the
ensemble average of this property:

ÆAæ ¼ 1
t

Z t

0
Aðxðt0ÞÞ dt0 ¼

Z
AðxÞ FðxÞ dx ð12Þ

A system can only be ergodic if, starting from any given
configuration, all other configurations can and will be reached in
the course of the (sufficiently long) trajectory. Irreducibility
ensures that any state can be reached from any other, but not
necessarily that it will be reached; i.e., irreducibility is a necessary
but not sufficient condition for ergodicity. Intuitively, the fact
that a reducible transitionmatrix cannot lead to ergodic dynamics
arises from the observation that a set of n elements in p(t) will
never undergo transitions to the complementary set of Nd - n
elements in p(t þ τ). As a result, ensemble dynamics initiated
from a specific distribution p(0) solely encompassing nonvanishing
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elements of the former set will never generate probabilities in the
latter set.

According to the Perron-Frobenius theorem,33,34 if a col-
umn-stochastic transition matrix T(τ) is irreducible, it addition-
ally has the following properties:
3. Its eigenvalue λ1 = 1 is nondegenerate; i.e., it is associated

with a unique real right eigenvector ψ1.
4. The components of the right eigenvector ψ1 are all non-

negative.
The unique right eigenvector ψ1 associated with the eigenva-

lue λ1 = 1 is referred to as the stationary probability distribution of
the ensemble dynamics and will be further noted as π. Its
properties are

TðτÞπ ¼ π " τ ð13Þ
and

πi ∈ R "i
πi g 0 "iP
i
πi ¼ 1

ð14Þ

Intuitively,π corresponds to a special probability distributionwithin the
ensemble that is invariant upon propagation byT(τ) for any lag time τ.

At this point, one may add a fourth assumption to the
assumptions underlying irreducible Markovian dynamics,
namely that of primitivity. A non-negative square matrix A is
called primitive if there exists an integer k > 0 for which all
elements of the matrix Ak are positive. A sufficient condition for a
non-negative and irreducible square matrix to be primitive is that
it possesses at least one nonzero element on the diagonal. IfT(τ)
is irreducible and has at least one postive entry on its diagonal,
then there is only one eigenvalue with |λR| = 1 and this is λ1 = 1;
i.e., λ1 = 1 is the only eigenvalue on the unit circle. The condition
of primitivity ensures that in the limit of long lag times any
arbitrary initial probability distribution p(0) converges to the
stationary distribution π:34

lim
τ f ¥

TðτÞ pð0Þ ¼ π " pð0Þ ð15Þ
As a last stipulation, we require that Markovian dynamics (as

defined by eq 1) are detailed balanced with respect to their
stationary distribution. This is the case when

TijðτÞ πj ¼ TijðτÞ πi " i, j, τ ð16Þ
or introducing the diagonal matrix Π with elements equal to π,
i.e., Πij = πiδij:

TðτÞ Π ¼ Π TΤðτÞ " τ ð17Þ
whereTT denotes the transpose of thematrixT. Detailed balance
implies that the number of transitions between pairs of config-
urational points in a stationary ensemble (i.e., characterized by
the probability distribution π) is equal in the forward and
backward directions. When the ensemble dynamics satisfy this
condition, the stationary distribution π will be further referred to
as the equilibrium probability distribution or Boltzmann distribu-
tion of the ensemble. Intuitively, a violation of detailed balance
implies that for at least one pair of configurational points, there
exists a net direct flow in the forward direction from the first point to
the second that must be compensated by an equivalent net indirect
flow via other points in the opposite direction to maintain the
probability stationary. In the language of thermodynamics, this

behavior is characteristic of a steady state rather than an equilibrium
stationary situation as would be encountered, e.g., in a systemwhere
a temperature, pressure, or composition gradient is maintained.
At thermodynamic equilibrium, direct flows in the forward and
backward directions between all pairs of states must compensate
for each other, aswill be the case, e.g., in a systemwhere temperature,
pressure, and composition are homogeneous in space.

Note that ifT(τ) is detailed-balanced, then so is any transition
matrix T(nτ) = Tn(τ) with n ∈ Z. Note also that a column-
stochastic matrix can only be detailed-balanced with respect to a
vector that is also a right eigenvector associated with the
eigenvalue one. In other words, irreducible Markovian dynamics
can only be detailed balanced with respect to π (and no other
vector). If an irreducible and primitive column-stochastic transi-
tionmatrixT(τ) is detailed balanced with respect to its stationary
distribution π, it also has the following properties:34

1 All eigenvalues are real and lie in the interval ]-1;þ1], so
that all eigenvectors are real.

2 The eigenvectors of T(τ) define a complete eigenbasis
being orthonormal with respect to a weighted inner
product.

The detailed balance condition has a number of very pleasant
implications. First, the transition matrix becomes easier to grasp
in terms of physical intuition because one is relieved from the
necessity to find a physical interpretation for complex eigenvec-
tors and eigenvalues. Second, since the eigenvectors of a detailed
balanced and irreducible transition matrix T(τ) form a complete
basis of RNd, where Nd is the dimension of the transition matrix,
any vector p(t) can be expressed as a linear combination of these
eigenvectors:

pðtÞ ¼
X
R

kRðtÞ ψR ¼
X
R

cR λRðtÞ ψR ð18Þ

After time nτ, p(t þ nτ) is given as

TðnτÞ pðtÞ ¼ TnðτÞ pðtÞ ¼ pðt þ nτÞ ð19Þ
Using

pðt þ nτÞ ¼
X
R

cR λnRðtÞ ψR ð20Þ

the probability distribution p(t) can be interpreted as consisting
of modes {ψR}which show a temporal behavior according to the
corresponding eigenvalues {λR}. More precisely, the temporal
behavior is an exponential decay, as can be seen from the
following transformation:

λRðt ¼ nτÞ ¼ λnRðτÞ ¼ λt=τR ðτÞ ¼ expðlnðλt=τR ðτÞÞÞ

¼ exp
t
τ
lnðλRðτÞÞ

� �
¼ exp -

t
μR

 !
ð21Þ

where t = nτ and the mean lifetime μR is given as

μR ¼ -
τ

lnðλRðτÞÞ ð22Þ

In the context of Markov models, μR is typically referred to as the
implied time scale of the decay process. The mode that corre-
sponds to the eigenvalue λ1 = 1 does not decay, which can be
seen either by realizing that λ1

n = λ1 = 1 for any n or by noting that
the argument in the exponential in eq 21 becomes 0 if λR = 1.
This result corresponds to the earlier result that the eigenvector
associated with λ1 is the equilibrium distribution: ψ1 = π. The
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other modes, which all correspond to an eigenvalue with |λR| < 1,
will vanish for nf¥. The smaller the value of λR, the faster the
corresponding mode will decay.

The derivation of the implied time scales has been based on
the assumption that T(τ) represents a Markov process. In this
case, the eigenvector expansion can be based on T(τ) or any
other T(nτ) and will lead to the same implied time scale, i.e.,

μR ¼ -nτ
jλRðnτÞj ¼ const n ¼ 1, 2, :::: ð23Þ

Conversely, eq 23 can be used as a check for Markovian
behavior. Plotting the implied time scales of transition matrices
with various lag times nτ yields a set of constant functions if the
underlying dynamics are Markovian.7,8,11

In the limit τf¥, all eigenmodes except for the stationary one
have decayed, and there must be a matrix

T1 z lim
τ f ¥

TðτÞ ð24Þ
which immediately returns the equilibrium distribution ψ1 = π
when multiplied by any arbitrary distribution p(t), i.e.

T1pðtÞ ¼ π ð25Þ
We will call the matrix T1 the equilibrium matrix.

3. MODELS

3.1. Bit-Flip Model. The coupling between the environment
and a system can be studied on a simple bit-flip model consisting
of two bits, S and E. Bit S represents the system and bit E the
environment. Either of these bits can assume two states: v (“up”)
or V (“down”). The time scale of the dynamics of these two bits is
not the same and is determined by their flipping probabilities pS
and pE, respectively. The two bits can be coupled or uncoupled.
The complete system (consisting of S and E) has four states: vv

(state 1), vV (state 2), Vv (state 3), and VV (state 4), where the first
arrow stands for bit S and the second for bit E. The dynamics of
the complete system are modeled using a 4� 4 transition matrix
Tbit(τ) which contains the transition probabilities between those
four states. To obtain a transition matrix which only represents
the dynamics of S, we project the matrixTbit onto the states of bit
S. This procedure intrinsically assumes that the dynamics of S are
Markovian, where we identified S with x and E with y. Using the
implied time scales as a meausure forMarkovian behavior, we can
study how a coupling between E and S violates this assumption.
The transitionmatrix of the complete system dynamicsTbit(τ)

is constructed in the following fashion. The probability that the
bit S will flip, i.e., that it will make a transition vfV or a transition
Vfv, within time τ is given by pS, and the probability that it will
stay in its current state is given as 1 - pS. Consequently, the
transition matrix for a single bit S (bit E not present) is given as

TSðτÞ ¼ 1- pS pS
pS 1- pS

 !
ð26Þ

where TS,11 represents the transition probability for vfv, TS,21

the transition probability for vfV, TS,12 the transition probability
for Vfv, andTS,22 the transition probability for VfV. Likewise the
transition matrix for a single bit E (bit S not present) is given as

TEðτÞ ¼ 1- pE pE
pE 1- pE

 !
ð27Þ

where pE denotes the probability that bit E will flip within τ. The
transition for the complete system consisting of the two non-
interacting bits is given by the Kronecker product (sometimes
called tensor product) of TS and TE:

TbitðτÞ ¼ TSðτÞ X TEðτÞ

¼
ð1- pSÞð1- pEÞ ð1- pSÞpE pSð1- pEÞ pSpE
ð1- pSÞpE ð1- pSÞð1- pEÞ pSpE pSð1- pEÞ
pSð1- pEÞ pSpE ð1- pSÞð1- pEÞ ð1- pSÞpE
pSpE pSð1- pEÞ ð1- pSÞpE ð1- pSÞð1- pEÞ

0
BBBB@

1
CCCCA

ð28Þ
This matrix represents transitions between states vv (state 1), vV
(state 2), Vv (state 3), and VV (state 4) where the first arrow stands
for bit S and the second for bit E. A coupling is introduced into
the dynamics of the complete system by selectively modifying
elements of Tbit(τ) and renormalizing its columns.
In order to obtain the transition matrix of bit S, one needs to

project Tbit(τ) onto the state of bit S using a projection

TS, projðτÞ ¼ PT TbitðτÞ P ð29Þ
with

P ¼
1 0
1 0
0 1
0 1

0
BBBB@

1
CCCCA ð30Þ

Note that if Tbit represents the dynamics of the two uncoupled
bits, i.e., if Tbit(τ) = TS(τ)XTE(τ), then eq 29 recovers TS(τ).
In the present application of the bit-flip model, a coupling

between the environment E and the system S was introduced by
multiplying the elements T11, T14, T41, and T44 of Tbit by a
(positive) coupling factor k and renormalizing the columns. This
increases the probability of states in which the two spins are
aligned (vv and VV). The coupling constant kwas varied between 1
(no coupling) and 100 (strong coupling). The flipping prob-
ability of system S was set to pS = 0.100. In order to examine the
influence of the relaxation time of the environment on the
system, the flipping probability of E, pE, was varied between
0.001 (very slow dynamics, long relaxation time) and 0.150
(dynamics of the environment faster than the dynamics of the
system, short relaxation time).
3.2. ButaneModel.The other test system is liquid butane. We

performed molecular dynamics (MD) simulations of boxes of
512 butane molecules at various temperatures (T = 298.15 K and
T = 400.00 K) and densities (d: 50-500 u/nm3, where u denotes
the atomic mass unit). For each density, a box with regularly
placed butane molecules was constructed using the program
build_box of GROMOSþþ,35 which was then heated to the
target temperature over a period of 105 time steps (200 ps). For
each system, a trajectory of 2 ns was generated using the
GROMOS05 software,35 which implements the leapfrog
intergrator,36 and the GROMOS 45A3 force field.37 All bond
lengths were constrained using the SHAKE algorithm38 with a
relative tolerance of 10-4, allowing for a time step of 2 fs.
Configurations of all 512 molecules were saved every 0.08 ps.
The system was simulated in a rectangular box using periodic
boundary conditions. The volume was kept constant, and the
molecules were weakly coupled to one temperature bath of
298.15 K or 400.00 K39 with a coupling time of 0.1 ps. We used
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0.8 nm/1.4 nm as a twin-range cutoff and 1.4 nm as a reaction
field cutoff with εrf = 1.0. The atom pair list for short-range
interactions and the intermediate-range forces were updated
every five steps.
We performed stochastic dynamics (SD) simulations of a

single butane molecule at two different temperatures, 298.15 K
and 400.00 K, using various friction coefficients, γfric: 0.5-126.3
ps-1. The friction coefficients were calculated from the diffusion
constants obtained from the above-described MD simulations
using the relation:

γf ric ¼
kBT
Dmsolv

ð31Þ

where kB is the Boltzmann constant, T is the temperature of the
MD simulation, D is the diffusion constant, and msolv is the mass
of butane (58.124 g/mol). The diffusion constant was calculated
as an average of the diffusion constants of 50 arbitrarily picked
butane molecules where each diffusion constant was estimated
from a least-squares fit to the Einstein equation:

D ¼ lim
t f ¥

Æ½r0 - rðtÞ�2æ
2Nt

ð32Þ

Here, r0 is the center of geometry of the first configuration in the
trajectory, r(t) is the center of geometry at time t, and N is the
number of dimensions taken into account, which was set to 3.
As in the MD simulations, all bonds were constrained using

the SHAKE algorithm,38 and a time step of 2 fs was used. Each
system was simulated for 1 μs, and the configuration of the
molecule was saved every 0.1 ps. Vacuum boundary conditions
were applied, and the temperature was maintained by the
stochastic dynamic integrator.
A summary of all performed simulations, the obtained diffu-

sion constants, and the corresponding friction coefficients is
reported in Table 1 .
3.3. Generation of the TransitionMatrices T(τ) for the Test

System Butane. We consider a single butane immersed in a
solvent of butane molecules where the solvent is modeled either
explicitly using MD or implicitly using SD. The dominant degree
of freedom of butane is the C1-C2-C3-C4-dihedral angle,
which we discretize into equally sized microstates (bins). For
most analyses, we use a bin size of 5� (72 bins per dihedral angle);
only in Figure 6, we varied the bin size from 5� to 120� (72 to 3

bins per dihedral angle). For various values of the lag time τ (ranging
from 80 fs to 100 ps), the configurations at time t = 0, τ, 2τ, 3τ,
etc. are mapped onto the microstates, and the transitions from
microstate i to microstate j for each combination of i and j are
counted.We enforce detailed balance by counting each transition
ifj also as a transition jfi. This “backward counting” inherently
assumes that the trajectory is in global equilibrium and the
deviation from detailed balance is only due to statistical errors.
The numbers of transitions are sorted into a matrix, and the
columns of the matrix are normalized by the total number of
transitions in each column to obtain the column-stochastic
transition matrix. When constructing the transition matrix from
aMD trajectory, we regard one butanemolecule as solute and the
remaining 511 as solvent and count the transitions of the solute.
Since the choice of the solvent molecule is arbitrary, we repeat
this procedure 511 times, where in each round another molecule
represents the solute. The transition matrix for a single butane is
then constructed from the added transition counts of all 512
evaluations of the MD trajectory.
The implied time scales μi of each transition matrix T(τ) are

calculated as

μiðτÞ ¼ -
τ

ln jλiðτÞj ð33Þ

where τ is the time step of the transition matrix and |λi| is the
absolute value of its ith eigenvalue. We plot the implied time
scales of the dominant eigenvalues and evaluate the reference
implied time scales and τMarkov by visual inspection.

4. RESULTS

We use twomodel systems—(i) a single butane immersed in a
solvent of butane and (ii) a bit-flip model as described in section
3—to illustrate some important properties of transition matrices
and to study the effect of marginal degrees of freedom on the
dynamics of the relevant degrees of freedom.
4.1. Colormaps of TransitionMatrices. Figures 1 and 2 show

colormaps of various transition matrices of the dihedral angle
degree of freedom of butane. The dihedral angle has been
discretized into 72 microstates of 5� per microstate, and each
point in the colormaps represents a transition probability Tij

from microstate j to microstate i. A high transition probability is
marked in red, and a transition probability close to zero is marked

Table 1. Overview of the Simulations Performed

MD setup SD setup

T (K) density, F (u/nm3) number of molecules simulation length (ns) D (σ) (10-2nm2/ps) γfriction (1/ps) number of molecules simulation length (μs)

298.15 300 512 2 1.403(1.224) 5.0 1 1

298.15 345 512 2 0.7113(0.5612) 10.0 1 1

298.15 400 512 2 0.3952(0.2815) 17.9 1 1

298.15 450 512 2 0.1981(0.2009) 35.8 1 1

298.15 500 512 2 0.0561(0.0469) 126.3 1 1

400.00 50 512 2 18.18(16.31) 0.5 1 1

400.00 100 512 2 8.904(7.293) 1.1 1 1

400.00 150 512 2 5.273(5.009) 1.8 1 1

400.00 200 512 2 4.075(3.610) 2.3 1 1

400.00 250 512 2 2.630(2.502) 3.6 1 1

400.00 300 512 2 1.501(1.446) 6.3 1 1

400.00 345 512 2 1.321(1.134) 7.2 1 1
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in blue. The right-most column in Figure 1 and the lower row in
Figure 2 show colormaps of differencematrices in which negative
elements are marked blue, elements close to zero are green, and
positive elements are red. Taking the first matrix in the upper row
of Figure 1 as an example, one can clearly distinguish the three
metastable states of butane as three red areas along the diagonal
of the matrix. For any initial microstate in the gauche state of
butane between 0� and 120�, the molecule has a high transition
probability to anymicrostate within this state and a low transition
probability to any microstate outside this state within lag time τ.
The microstates between 0� and 120� are said to be “kinetically
close”. Analogously, microstates which correspond to the trans
state (120-240�) are kinetically close, as are microstates which
correspond to the second gauche state (120-360�).
4.2. lllustration of the Chapman-Kolmogorov Equation.

Equation 9, according to which taking a transition matrix with lag
time τ to the power n yields a matrix which is equal to a transition
matrix with n times longer lag time if the dynamics are Marko-
vian, is illustrated in Figure 1 using transition matrices of butane
as an example. The first three columns show colormaps of transi-
tion matrices, and the fourth column shows colormaps of differe-
nce matrices.
Transition matrices with short lag times on the order of a few

hundred femtoseconds are depicted in the upper row. The
second matrix is the square of the first one with lag time τ =
160 fs and should be equal to the third matrix, which has been
constructed with a lag time of τ = 2 � 160 fs = 320 fs if the
dynamics are Markovian at this time resolution of the model.
This is clearly not the case, as the second and the third matrix
already visually differ from each other. The difference matrix
correspondingly shows systematic deviations from zero. If one
was to evolve a density with T2(160 fs), its dynamics would
systematically deviate from the dynamics of the same density
evolved with T(320 fs).

The lower row shows transition matrices with longer lag times
on the order of 10 ps. In this time regime, the dynamics of the
dihedral angle can be approximated by aMarkov process.T2(10ps)
and T(20 ps) are visually similar, except for the fact that T(20 ps)
shows more noise than T2(10 ps). This is due to the poorer
sampling for longer lag times. Accordingly, the difference matrix
depicted in the right-most column shows no systematic deviations
from zero but only deviations which are due to the noise in the two
matrices. Note that the amplitude of noise varies with the magni-
tude of the transition probabilities in T2(10 ps) and T(20 ps).
4.3. Illustration of the Equilibrium Matrix. Figure 2 illus-

trates the concept of the equilibrium matrix T1 defined in eq 25
using transition matrices of a butane molecule with a lag time of 5
ps as an example. For this lag time, the dynamics of the system are
Markovian and the equilibrium matrix T1 can be constructed
from the first eigenvector of the transition matrix, which is equal
to the equilibrium distribution. It is depicted in the right-most
panel, and as its columns are all equal to the equilibrium distribu-
tion, its colormap shows a striped pattern.Whenmultiplied by an
arbitrary initial distribution, it returns the equilibrium distribu-
tion. T1 does not contain any information on the kinetic proxi-
mity of groups of microstates, and metastable states cannot be
extracted from this matrix.
The other two panels in the upper row of Figure 2 show the

transition matrix with lag time 5 ps, T(5 ps), and the square of it,
T2(5 ps), which is approximately equal to T(10 ps). At lag time τ
= 5 ps (left-most panel), the three metastable states of butane are
clearly discernible, implying that the equilibration time of the
system is longer than 5 ps. In the middle panel, the metastable
states are less discernible, and the stripe pattern emerges. At time
t = τ = 10 ps, the probability of finding the system in any of the
three metastable states is still slightly biased toward finding it in
its initial state. But the information about the kinetic proximity of
the microstates contained in the matrix is less clear. The lower

Figure 1. Transition matrices for the dihedral angle of a single butane immersed in butane (T = 298.15 K, F = 345 u/nm3). Upper row: non-Markovian
regime, τ = 160 fs and τ = 320 fs. Lower row: Markovian regime, τ = 10 ps and τ = 20 ps. Right-most column: diffence plots of T(2τ) - T2(τ).
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row shows the difference matrices T1-T(5 ps) and T1-T2

(5 ps). For τ = 5 ps (left most panel), the transition matrix shows
large systematic deviations from the equilibrium matrix. For τ =
10 ps (middle panel), we see the same deviations which are,
however, much smaller in absolute value.
4.4. Coupling of Marginal and Relevant Degrees of Free-

dom. When constructing Markov models from MD simulation
data, the complete phase space is split into relevant degrees of
freedom for which themodel is constructed andmarginal degrees
of freedom which are assumed to act as stochastic forces on the
relevant degrees of freedom. Depending on the time scale of the
dynamics of the marginal degrees of freedom and the strength of
the coupling between the marginal and the relevant degrees of
freedom, this assumption can be fulfilled to a greater or lesser
extent. In the bit-flip model, the relevant degrees of freedom are
modeled by the bit S and the marginal degrees of freedom by the
bit E. The time scale of the dynamics of E is determined by the
flipping probability pE: the higher the pE, the faster the dynamics.
The strength of the coupling is determined by the coupling
constant k. In all applications of the bit-flipmodel presented here,
the flipping probability of the system, pS, was set to 0.100.
In Figure 3, the influence of the flipping probability on the

implied time scale of the second eigenvalue ofTS,proj is illustrated.
The brown curve (pE = 0.150) represents the case in which the
dynamics of the environment is faster than the dynamics of the
system. The implied time scale of the projected matrix rises until
it reaches a plateau at about n = 150. This is the threshold in time
resolution τMarkov after which the dynamics of the system are
Markovian until, after n = 750, the curve diverges again from a
constant implied time scale. The latter deviation is caused by the
fact that for a very high number of iterations the transition matrix
approaches the equilibrium matrix, and the second eigenvector
becomes so small that it is susceptible to numerical errors. Note
that the system S has a flipping probability of 1-10 within a time

step τ. If the dynamics of the system are modeled with a time
resolution of 150τ, a single iteration does not yield the prob-
ability of a single transition between the two states but the proba-
bility of finding the system in one of the states after a sequence of
transitions. Each transition in this sequence has occurred under
the influence of the environment; i.e., it was not Markovian, but
the long lag time of the projectedmodel provides for an ensemble
of transitions in which the influence of the environment averages

Figure 2. Transition matrices for the dihedral angle of a single butane immersed in butane (T = 298.15 K, F = 345 u/nm3). Upper row: T(5 ps), T5(5
ps), and equilibriummatrix T1 constructed from the first eigenvectorψ1 ofT(5 ps). Lower row: difference matrices between the equilibriummatrix and
T(5 ps) and T5(5 ps), respectively.

Figure 3. Implied time scale μ of the bit-flip model as a function of lag
time nτ calculated from the second eigenvalue ofTS,proj(nτ) as a function
of n where Tbit has been constructed with varying the flipping prob-
ability, pE, of E. Coupling constant k = 100. Flipping probability of the
system pS = 0.100. Thin dashed lines: true implied time scales, μ2, as
calculated from the respective Tbit. For pE = 0.001, μ2 = 3828.7, and for
pE = 0.010, μ2 = 383.5, which is well beyond the region shown.
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out. The faster the dynamics of the environment, the smaller the
sequence of transitions has to be until the influence of the
environment is averaged out, i.e., the smaller τMarkov will be.
Unless the time scale of the environment and the time scale of the
system differ by orders of magnitude, a Markov model of the
system dynamics does not represent the probability of a single
transition within lag time τMarkov but the probability of finding
the system in state j at time t = τMarkov, given that it started its
sequence of transitions in state i at time t = 0.
The yellow curve in Figure 3 represents the case in which the

dynamics of the environment have the same time scale as the
dynamics of the system. The implied time scale becomes approxi-
mately constant after 250 iterations, at which time the transition
matrix is, however, so close to the equilibrium matrix that the
model does not contain any significant information on the dyna-
mics of the system. Similarly, the green (pE = 0.040) and the blue
(pE = 0.050) curves represent cases in which the dynamics of the
environment have a time scale which is on the same order of
magnitude as the time scale of the system but slightly larger. In
this case, the implied time scale curves slowly level off but never
reach a plateau region. If one encounters this type of behavior
when constructing a Markov model from MD simulation data,
one should consider to include more degrees of freedom into the
Markov model.
Finally, the black curve (pE = 0.001) and the red curve (pE =

0.010) in Figure 3 represent the case in which the dynamics of the
environment are much slower than the dynamics of the system.
For few iterations of the complete transition matrix, n < 30 and
n < 10, respectively, the environment has hardly changed, and
therefore, the system does not feel its influence. The implied time
scales are constant at about a value of 10. After about 10-30
iterations, the environment has changed noticeably from its state at
t = 0 and starts to influence the dynamics of the system. However,
because the dynamics of the environment are so slow, even 1000
iterations are not sufficient to provide enough statistics to average
out the influence of the environment on the system, and the curve
never reaches a plateau region (data not shown).

Figure 4 shows the influence of the coupling constant on the
dynamics of the system for two time scales of the environment
pE = 0.100 and pE = 0.150. If there is no coupling, i.e., if k = 1, the
dynamics of the system are independent of the environment, and
consequently, the implied time scales are constant (black
curves). As before, the deviation from constant μ after n = 150
is due to numerical errors. Since the transition probabilities are
independent of the state of the environment, the implied time
scales are also independent from the flipping probability of E.
Both have a value of 4.48. Raising the coupling constants to k= 10
and k = 100 changes the implied time scale of the system, in this
case, raising it. We note, however, that this might be caused by
the choice of matrix elements which are modified by k. τMarkov is
larger the stronger the coupling between the environment and
the system is. For a flipping probability of pE = 0.100, τMarkov ≈
100τ for k = 10 and τMarkov ≈ 150τ for k = 100. For a flipping
probability of pE = 0.150, τMarkov≈ 170τ for k = 10 and τMarkov >
300τ for k = 100.
4.5. Behavior of Liquid Butane.As a test system, we consider

a single butane immersed in a solvent of butane at two tempera-
tures, T = 298.15 K and T = 400.00 K, and various densities. In
one set of simulations, we model the solvent explicitly with 511
butane molecules; in the other set of simulations, we model the
solvent implicitly using stochastic dynamics. The dominant
degree of freedom in butane is the dihedral angle between its
carbon atoms C1-C2-C3-C4, which we use for the construc-
tion of the Markov model. All other degrees of freedom (bond-
angle vibrations and solvent degrees of freedom in MD) are
marginal in the model and are assumed to interact stochastically

Figure 4. Implied time scale μ of the bit-flip model as a function of the
lag time nτ calculated from the second eigenvalue of TS,proj(nτ) as a
function of n where Tbit has been constructed with varying values of the
coupling constant k and the flipping probability of the environment pE.
Flipping probability of the system pS = 0.100. Solid black: k = 1, pE =
0.100. Dashed black: k = 1, pE = 0.150. Solid red: k = 10, pE = 0.100.
Dashed red: k = 10, pE = 0.150. Solid green: k = 100, pE = 0.100. Dashed
green: k = 100, pE = 0.150. The solid black and dashed black lines are on
top of each other. Thin lines: corresponding true implied time scales μ2
as calculated from the respective Tbit.

Figure 5. Implied time scale as a function of lag time τ for various
numbers of data points used in the analysis. Implied time scales μ2 and
μ3 calculated from theMD simulation of one butanemolecule immersed
in liquid butane at T = 298.15 K and F = 345 u/nm3. The number of
moleculesN used for the analysis of a total of 512 molecules varied from
10 to 512.
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with the dihedral-angle degree of freedom. The molecule has
three metastable states, represented by the gaucheþ, trans, and
gauche- conformation of the dihedral angle. Correspondingly, it
has two dominant eigenvalues, λ2 and λ3 (λ1 = 1), which we used
to calculate implied time scales and to determine τMarkov.
When constructing a Markov model from simulation data, the

upper bound of a possible lag time is not set by the numerical
accuracy with which the eigenvalue can be calculated for a
transition matrix approaching the equilibrium matrix but by
the extent of the sampling. Because data points are evaluated at
t = 0, τ, 2τ, etc., the longer the τ, the fewer data points are
available in a trajectory of a given length. Figure 5 illustrates this
fact. The first panel shows the implied time scale of the second
eigenvalue, and the second panel shows it for the third eigenvalue
calculated fromMD simulations at T = 298.15 K and a density of
F = 345 u/nm3. We have varied the number of data points, N,
used for the construction of the Markov model by varying the
number of times the MD trajectory is evaluated, where at each
evaluation a different butane molecule was considered to be the
solute. τMarkov is not influenced by the amount of data the
Markov model is built upon. It lies between τ = 5 ps and τ =
10 ps. However, the length of the plateau region is sensitive to the
amount of data. The less data used, the smaller the lag time for
which the implied time scales diverge from the plateau. In
particular, if the trajectory is evaluated only 10 times, the implied
time scales diverge before τMarkov is reached.
Figure 6 illustrates how the resolution of the relevant degrees

of freedom influences the implied time scale. For small lag times
up to 40 ps, there is only a very small but systematic influence of

the resolution of the discretization on the implied time scale
curves that is discernible. More precisely, τMarkov is only slightly
smaller for finer discretizations. The figure also illustrates the
effect of insufficient sampling of the transition probabilities. For
lag times of τ = 40 ps and greater, the number of available data
points becomes so small that the statistical error on the transition
probabilities is too large to yield a reliable Markov model.
Consequently, the curves diverge from the plateau. The effect
is the greater, the finer the resolution of the model. In practice,
one can improve the sampling by using a sliding window, i.e., by
counting the transition from every time step in the simulation to
the time step τ further, instead of using only the time steps at 0, τ,
2τ, 3τ, etc., as done here.
We note that our discretization is special in two aspects. First,

each metastable state corresponds to a single minimum in the
free-energy surface and does not consist of several substates. If by
lowering the resolution of the discretization, several states are
grouped into one microstate, the lag time at which the model
becomes Markovian does change.11 Second, we ensured that

Figure 6. Implied time scale as a function of lag time τ for various
resolutions of the configuration space. Implied time scales μ2 and μ3
calculated from the MD simulation of 1 butane molecule immersed in
liquid butane at T = 298.15 K and F = 345 u/nm3. The number of
microstates (bins per dihedral angle) varied from 3 to 72.

Figure 7. Normalized implied time scale μ2,norm (eq 34) as function of
the lag time τ for various systems. Left column: MD simulations of 1
butane molecule immersed in liquid butane. Right column: SD simula-
tions of 1 butane immersed in liquid butane modeled by the friction
coefficient γ. Panel A: T = 298.15 K, density F varied from 300 u/nm3 to
500 u/nm3. Panel B:T = 298.15 K, γ varied from 5.0 ps-1 to 126.3 ps-1.
Panel C: T = 400.00 K, F varied from 50 u/nm3 to 345 u/nm3. Panel D:
T = 400.00 K, γ varied from 0.5 ps-1 to 7.2 ps-1. Panel E: Temperature
and density varied. Panel F: Temperature and density varied.



1042 dx.doi.org/10.1021/ct200069c |J. Chem. Theory Comput. 2011, 7, 1032–1044

Journal of Chemical Theory and Computation ARTICLE

there is a microstate boundary exactly at the peak of the free-
energy barrier between themetastable states.Moving this boundary
away from the barrier peak will decrease the quality of the Markov
model.9,26 The error introduced by discretizing the relevant degrees
of freedom has, however, a finite upper bound.9

In the butane test system, the marginal degrees of freedom are
predominantly those of the solvent molecules, exceptions being
the bond-angle degrees of freedom. Their coupling to the relevant
degree of freedom, the dihedral angle, is determined by the model
of the solvent, implicit or explicit; the density; and the temperature.
Their influence on τMarkov is examined in Figure 7.
Since model, density, and temperature do not only influence

τMarkov but also the implied time scales used to determine τMarkov,
we introduce a normalized implied time scale:

μi, normðτÞ ¼ μiðτÞ
μi, reference

ð34Þ

where μi(τ) indicates the implied time scale of the ith eigenvalue
and μi,reference indicates the reference implied time scale, i.e., the
time scale in theMarkovian regime, which we determine by visual
inspection. Table 2 lists the observed reference implied time
scales. The column “MD” corresponds to an explicit solvent
model; the column “SD” to an implicit one. The fact that stochastic
dynamics (SD) underestimate the relaxation times of a system, i.e.,
underestimates the implied time scales, if the fundamental assump-
tion underlying this type of dynamics, a large heavy particle in a
solvent of small light particles, is not fulfilled, is a known effect. The
expectation that the system equilibrates quicker if the temperature
or the density is increased is reflected in the corresponding decrease
of the implied time scale. The only exceptions to this trend are the
simulations with very high friction coefficients (γfriction = 35.8 ps

-1

and γfriction = 126.3 ps-1). In these cases, the velocity of the
dihedral-angle degree of freedom is decreased so drastically at each
simulation step that transitions between the metastable states are
very rare. Consequently, the equilibration between these states is
slow, and the implied time scales are large.
In all three rows of Figure 7, the Markovian regime is reached

much earlier for the implicit solvent model than for the explicit
solvent model; i.e., the influence of the marginal degrees of
freedom vanishes more quickly. This can be explained by the fact

that the set of marginal degrees of freedom is much smaller in
transition matrices constructed from stochastic dynamics simu-
lations. It only consists of the bond-angle degrees of freedom
which equilibrate faster than the solvation shell in an explicit
solvent model. Note that the emulation of the solvent by friction
coefficients and stochastic kicks is by definition Markovian. In
contrast to the simulations with an explicit solvent model, some
of the curves in the right column of Figure 7 deviate already at
small lag times from the constant regime, in particular those
which correspond to small implied time scales in Table 2 . Two
reasons for this are conceivable: (i) similar to in the bit-flip
model, transition matrices with small implied time scales ap-
proach the equilibrium matrix so closely that the numerical error
of the eigenvalue calculation is not negligible or (ii) poorly samp-
led transitions become more and more dominating as the modes
corresponding to the second and third eigenvectors decay and
cause a divergence fromMarkovian behavior. Panel D shows that
τMarkov decreases if the friction coefficient increases. The left
column of Figure 7 shows how τMarkov changes if the density and
the temperature are varied in simulations with an explicit solvent
model. Analogously to the results for stochastic dynamics,
τMarkov decreases if the density increases (panels A and C). At
high density, the kicks among solvent molecules and among
solvent molecules and the solute are more frequent than at low
density, leading to a quicker equilibration of the marginal degrees
of freedom. Intuitively, a high density corresponds to a high value
of the flipping probability pE in the bit-flip model. Likewise,
τMarkov decreases if the temperature increases (panel E). For the
higher temperatures, the kicks among solvent molecules do not
necessarily become more frequent but have a higher impact,
which also speeds up the equilibration of the solvent degrees of
freedom.

5. CONCLUSION

We have presented an overview of the assumptions which are
made when mapping the equations of motion onto the central
quantity in Markov models, the transition matrix. We have also
reviewed the mathematical properties of transition matrices.
Markov models are a powerful tool to describe the dynamics of
the relevant degrees of freedom of a system provided that one

Table 2. Overview of the Implied Time Scales of the Second and Third Eigenvalues Observed in the Markovian Regime of the
Dynamics for Various Temperatures and Densitiesa

system MD SD

T (K) density (u/nm3) γfriction (ps
-1) μ2,reference (ps) μ3,reference (ps) μ2,reference (ps) μ3,reference (ps)

298.15 300 5.0 21.0 20.2 10.2 8.0

298.15 345 10.0 17.0 16.2 11.2 7.2

298.15 400 17.9 15.0 12.4 11.8 7.2

298.15 450 35.8 13.4 9.8 17.4 10.0

298.15 500 126.3 12.8 8.8 43.4 26.0

400.00 50 0.5 30.0 28.0 12.6 10.6

400.00 100 1.1 16.5 16.0 7.6 6.3

400.00 150 1.8 13.0 12.6 5.4 5.2

400.00 200 2.3 11.0 10.8 4.6 4.6

400.00 250 3.6 9.2 9.0 4.0 3.6

400.00 300 6.3 7.8 7.2 3.8 2.8

400.00 345 7.2 6.4 5.8 3.8 2.8
aColumn MD: explicit solvent model. Column SD: implicit solvent model.
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finds a partition of the degrees of freedom of the system into
relevant and marginal degrees of freedom such that the marginal
degrees of freedom are not strongly coupled to the relevant
degrees of freedom and that the former equilibrate on much
shorter time scales than the latter. For liquid butane, we find that
the discretization of the relevant degrees of freedom, if the grid
boundaries do not mask the free energy barriers, has only little
influence on the time resolution τMarkov for which the dynamics
becomes Markovian. The number of data points which are used
to construct the Markov model, on the other hand, has an
influence on the range of lag times for which the model is
Markovian: the smaller the number of data points, the earlier the
system diverges from Markovian behavior.
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ABSTRACT: An efficient protocol is presented to identify signals in vibrational spectra of silica oligomers based on theoretical
molecular dynamics (MD) simulations. The method is based on the projection of the atomic velocity vectors on the tangential
directions of the trajectories belonging to a predefined set of internal coordinates. In this way only contributions of atomic motions
along these internal coordinates are taken into consideration. The newmethodology is applied to the spectra of oligomers and rings,
which play an important role in zeolite synthesis. A suitable selection of the relevant internal coordinates makes the protocol very
efficient but relies on intuition and theoretical insight. The simulation data necessary to compute vibrational spectra of relevant silica
species are obtained through MD using proper force fields. The new methodology—the so-called velocity projection method—
makes a detailed analysis of vibrational spectra possible by establishing a one-to-one correspondence between a spectral signal and a
proper internal coordinate. It offers valuable perspectives in understanding the elementary steps in silica organization during zeolite
nanogrowth. The so-called velocity projection method is generally applicable on data obtained from all types of MD and is a highly
valuable alternative to normal-mode analysis which has its limitations due to the presence of many local minima on the potential
energy surface. In this work the method is exclusively applied to inelastic neutron scattering, but extension to the infrared power
spectrum is apparent.

’ INTRODUCTION

Zeolites are microporous inorganic materials, mostly with
aluminosilicate components, which exhibit crystal structures
containing pores and cages large enough to permit the diffusion
of small molecules. Zeolites are indispensable in many industrial
applications, e.g., in heterogeneous catalysis, absorption and
molecular separation, and ion exchange. These applications
and the extension of their application field in many domains
are a motivation for further investigation aiming at an even
deeper insight into the behavior of a zeolite.1-3

Understanding how zeolites nucleate and grow is of funda-
mental scientific and technological importance. Insight into the
molecular mechanisms of structuring of silica can lead to the
development of new hierarchical materials promising high po-
tential for optimization of processes in catalysis and molecular
separation. In addition, controlled zeolite synthesis could open
new fields of application, such as optical electronics,4 bio-
implants,5 etc. A variety of efforts have already been made to
elucidate the early stages of zeolite growth.6-9 The formation of
the siliceous zeolite silicalite with MFI topology is one of the best
studied cases.10-20 Colloidal silicalite-1 is synthesized from
hydrolysis of tetraethylorthosilicate (TEOS) as a monomeric
silica source in aqueous tetrapropylammonium hydroxide
(TPAOH) at room temperature.21-24 In this study we will focus
on these early stages of zeolite formation from a modeling

perspective using vibrational spectroscopy: infrared (IR) and
inelastic neutron scattering (INS) spectroscopy. These are
important identification tools in zeolite synthesis, but the spectra
are sometimes difficult to interpret. In ref 25 it was found that at
the beginning of TEOS hydrolysis, small oligomers are formed
which grow in number and size as the reaction progresses to form
nanoparticles. Comparison between simulated and experimental
IR patterns has illustrated how the silica contained in the
colloidal nanoparticles evolve with time, leading from small
five-ring oligomers toward successively more condensed five-
ring species.22,24,26

Two methods are conventionally used for the calculation of
vibrational spectra linking spectral patterns with atomic motions:
normal-mode analysis (NMA) based on static approaches and a
Fourier-based technique which receives input from molecular
dynamics (MD) simulations. NMA is computationally less
demanding but is restricted to the harmonic approximation
which allows only small deviations from a local or global
minimum on the potential energy surface (PES). The restriction
stems from the fact that NMA is in essence a second-order
approximation of the minima in the PES. As a consequence, only
one minimum can be calculated and just a small part of the

Received: September 20, 2010
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surface is taken into account, which limits the technique when
multiple minima are present.27 Static approaches can go beyond
the harmonic approximation. We refer in particular to the work
of Scribano and Benoit28 where the vibrational self-consistent
field method (VSCF) is combined with the single-to-all (STA)
approach succeeding in the construction of a sparse PES at high
ab initio levels of theory. With the second technique, data from
MD simulations are used to calculate spectra. In the past many
papers have already been published in literature aiming at
identifying signals in the Raman or IR spectrum as signatures
for specific vibrations characterizing the structure of the molec-
ular system under study. It is not the intention to give a complete
survey of all works published in this area, we limit ourselves to
those related with vibrations in silica particles. In particular we
refer to ref 29 as a pioneering work in which vibrational spectra
have been interpreted by means of a normal-mode analysis in
terms of symmetry coordinates predicted by point group theory.
Other papers analyzed the vibrational eigenmodes with the help
of MD to identify signals as signatures of ring structures in
silica.30 Their focus is mainly devoted to the description of
symmetric stretching modes, such as breathing modes in rings,
as these are recognized to be Raman active. The vibrational
eigenmodes are projected onto the coherent breathing modes of
the bridging oxygen atoms. They could in many cases provide an
unambiguous interpretation for the origin of the Raman lines.
Also the group of Smirnov has been very active in this
domain.31-37 Power spectra belonging to a suitably chosen
symmetric internal coordinate describing the breathing vibra-
tion of a specific ring are constructed and were found to be able
to discriminate the various ring structures. To get a better insight
into the participation of atoms of different types in the vibra-
tional spectra, a power spectrum for each kind of atom was
computed by Fourier transformation of the atomic velocity
autocorrelation functions. Some MD techniques (e.g., ab initio
MD) are computationally expensive while others are not (e.g.,
based on force fields). So it depends on the chosen MDmethod
whether or not a large part of the PES can be scanned. The
reliability of such numerical simulation methods to reproduce
experimental results strongly depends on the method to calcu-
late the PES. Accurate potentials are necessary to describe the
atomic and molecular forces of the molecule under study and to
reproduce the structural properties and dynamical data. In order
to obtain a reliable spectrum it is essential to scan a large part of
the PES and thus to simulate during a representative time frame
(∼ns range). In view of this, only force field-based methods are
viable to calculate the PES as quantum mechanically based
methods appear to be too expensive for larger systems
and for longer time scales, although serious progress is made
on this issue by the group of Parrinello38,39 by combining Car-
Parrinello and Born-Oppenheimer MD. Most of the existing
protocols to derive vibrational spectra from the data collected
during MD simulations are applicable regardless of whether
force fields or ab initio MD are used. Despite many attempts to
interpret the vibrational spectra and to define the internal mode
contributing to a certain band in the vibrational spectrum further
model development remains desirable. Very recently Jacob and
Reiher40 developed a model in which the frequencies at which
the bands in the vibrational spectra appear, and the total
intensities of these bands can be interpreted in terms of localized
modes. This method seems to be very appropriate in analyzing
spectra of largemolecules like polypeptides and proteins, but the
protocol is constrained to static quantum chemical calculations.

In this paper we present a completely new methodology for
the interpretation of vibrational spectra but based on molecular
dynamical approaches. In the new model the atomic velo-
cities are projected on properly selected directions fully deter-
mined by the internal mode from which we want to know its
impact on the spectrum. Numerical applications of the new
method are based on classical MD simulations. For the silica
building blocks under investigation in this work, we use a silica-
derived force field based on the gradient curves method41 which
was previously successfully applied to investigate the MFI
fingerprint in zeolites.26

The infrared power spectrum is computed by taking the
Fourier transform of the autocorrelation function of the time
variation of the electric dipole moment. Similarly, the velocity
power spectrum or INS spectrum is determined by the Fourier
transform of the atomic velocities, which is easier to compute
after a MD run as it only needs the instantaneous atomic
velocities at each time step. Compared to NMA, this dyna-
mical approach is more flexible in the treatment of nonhar-
monic problems, although also in static approaches progress is
made in going beyond the harmonic approximation as already
stated.

The first goal of this paper is to identify peaks in vibrational
spectra of zeolite building blocks with specific internal degrees
of freedom. In particular we were interested in how the size of
rings and/or connectivity affects signals in the vibrational
spectrum. For this purpose a new method has been developed
enabling us to link the spectrum with the internal degrees of
freedom of zeolite nanoparticles. This method provides a
suitable tool that predicts which particular modes are influ-
enced by changing size and topology of the silica building
blocks. As such, it constitutes a significant progress in under-
standing the mechanisms during the early stages of the zeolite
growth, and it gives complementary and valuable information
in addition to the usual protocol of spectra analysis where
experimentally measured spectra are compared with fully
theoretical spectra extracted from simulations of the zeolite
frameworks.34-37,42 The basic understandings of zeolite spec-
tra and the lattice dynamics of zeolites are well-known.43-45

But a computational method for an unambiguous validation
and confirmation of peak assignments in smaller silica parti-
cles can still be improved. In addition, it can in turn be helpful
in the development and/or refinements of models to compute
atomic forces, e.g., force fields. If a MD run does not yield the
correct vibrational spectrum with regard to experiment, in the
sense that some peaks are missing or not at the correct
position, the new methodology makes it possible to specify
the internal mode that is poorly described. Relevant terms in
the force field can be adjusted accordingly to remove the
discrepancies.

In ref 26 the MFI topology was studied in terms of shifts of
peaks as MFI-structured nanoparticles grow. As the particles
become bigger in size, the fingerprint band lowers in frequency
from 650 to 550 cm-1. An isolated five-membered ring (5T)
reveals an IR-active vibration around 650 cm-1. By connecting
pentasil rings, slightly larger building blocks are constructed, but
no substantial changes for the peak position have been observed.
The situation changes if a more condensed structure is formed,
such as the silica octamer, referred to as 8T (4 � 5) (see
Figure 1l); a sudden shift by approximately 50 cm-1 is observed.
The red shift becomes even more substantial when the particles
grow larger. This 550 cm-1 band is regarded as the spectroscopic
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signature of MFI-type zeolites and is also a typical feature of
similar structures built from five-membered rings, the so-called
pentasil zeolites.

In this paper we apply a new methodology—the so-called
velocity projection method—to a large variety of building blocks
encountered in zeolite synthesis, including four-, five-, and six-
rings and all types of connections between them (Figure 1). The
analysis presented here should serve as a basic understanding of
which modes and which peaks in the vibrational spectra are
influenced by the particular interconnectivity and topology. The
lack of experimental vibrational spectra of such small silica
particles in the literature strengthens the importance of such a
theoretical investigation. For larger species experimental data are
available.

’COMPUTATIONAL SECTION

The input of the computed spectra is generated from MD
simulations. Interatomic interactions between framework atoms
were represented by an in-house developed force field. It
was especially designed for zeolites and was calibrated at the
post-Hartree-Fock MP2/6-311þg(d,p) level of theory,
with the gradient curves method (GCM).41 This is a novel
technique that facilitates the development of transferable force-
field models. It makes extensive use of regularization tech-
niques46 and of generic energy terms based on series expansions
to obtain an optimal bias-variance trade-off during the fitting
procedure. The force field was previously thoroughly bench-
marked to reproduce the MFI fingerprint and IR-band shifts in
other related small silica nanoparticles. All optimizations and
simulations have been carried out with the CP2K47 program
package.26

All initial geometries were built with the in-house developed
software program package ZEOBUILDER.48 Geometry optimi-
zations were performed on all structures using the conjugate
gradient method. With these optimized coordinates as input, an
initial equilibration MD run of 5 ps was carried out. The actual
production run which provided the data for analysis was an MD
run of 1 ns at a temperature of 300 K with a Nose thermostat in
the NVT statistical ensemble. To process the data, the MD-
TRACKS program49 was used.

From linear response theory, if the dipole moment history is
obtained in an MD calculation, then the infrared spectrum
IIR(ω) can be computed as50-53

IIRðωÞ ¼ lim
t sf ¥

1
t

X
R¼ x, y, z

�����
Z t

0

dμR
dt

expð- iωtÞdt
�����
2

ð1Þ

where ω is the angular frequency, and μR is the Cartesian
components of the dipole moment. This is equivalent to the
Fourier transform of the autocorrelation function of the time
derivative of the dipole moment.53,54 The dipole moment is
defined as

μ ¼ -
Z
ðr- RcÞFðrÞdr þ

XN
i¼ 1

ZiðRi - RcÞ ð2Þ

where F(r) is the electron density, Zi represents the nuclear
charge of atom i,Ri is the position of atom i, andN the total number
of atoms. The reference point Rc is the center of charge for charged
systems and is arbitrary for neutral systems. Inmolecularmechanics,
one preferentially uses an effective chargeQi for each atom, and the
dipole moment is written as

μ ¼
XN
i¼ 1

QiðRi - RcÞ ð3aÞ

dμ
dt

¼
XN
i¼ 1

Qivi ð3bÞ

In this work fixed charges were used. The velocity power
spectrum or inelastic neutron scattering spectrum (INS) can
be obtained in a similar way as the infrared signal using an
autocorrelation function:

IINSðωÞ ¼ lim
t sf ¥

1
t

XN
i¼1

R¼x, y, z

�����
Z t

0

vi,RðtÞ expð- iωtÞdt
�����
2

ð4Þ

Figure 1. Simulated molecular structures of silica particles consisting of combinations between various four-, five-, and six-rings.
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The IR and INS spectra are based on a Fourier transform which
transforms information from the time domain to the frequency
domain. One can easily see that both spectra are directly dependent
on the velocities of the atoms R

·
i,R = vi,R so that the positions of

peaks in IR and INS spectra coincide, but the intensities will vary.
The Fourier transform of the velocity autocorrelation provides

information about the density of vibrational modes as a function
of energy and hence reveals the underlying frequencies of the
molecular system. The IR spectrum shows which internal modes
are infrared active. If some of the IR active modes are localized on
specific functional groups, then the corresponding bands can
then serve as a spectral fingerprint of the groups. However, we
focus in this paper on the INS spectra since charges in force fields
are not (yet) well-defined in order to obtain reliable qualitative
spectral amplitudes. Moreover, cancellation effects frequently
appear in the time-varying dipole moment vector (eq 3a). It
implies that the amplitudes in an IR spectrum are smaller and
faster affected by relative noise. On the contrary, the INS
spectrum contains only a summation of positive contributions
(eq 4), and the relative noise on the spectrum becomes smaller. It
also provides information about all vibrations of the system, i.e.,
all IR and Raman active modes.

’METHOD

Velocity Projection Method. In order to associate peaks in
the full INS spectrum to particular motions of internal coordi-
nates we developed a method where the atomic velocities are
projected to selective directions defined by the specific nature of
the internal coordinate. An outline of this projection method is
sketched below.
We make use of internal coordinates in order to assign a peak

to one particular degree of freedom . An internal coordinate (IC)
defines the location of the atoms in a molecule relative to the
other atoms in the molecule. Some examples of IC’s are bond
distances, bending angles, dihedrals, Urey-Bradley stretches,55 a
linear combination of stretches, etc. Each internal coordinate q
can be expressed as a function of the atomic Cartesian coordi-
nates RiR and depends on time: q = q(RiR(t)). The velocity
projection method then consists of projecting the Cartesian
velocity vector viR = R

·
iR of each atom i on the atomic tangent

vector of the internal coordinate q at each time step. The IC’s
themselves are overcomplete and are, in contrast with NMA, not
orthogonal to each other. In this section, the different classes of
IC’s that were used in this work will be illustrated. If one
considers only one IC, then the definition of the tangent vector
of atom i at each time step is given by

J iR ¼ Dq
DRiR

ð5Þ

whereR runs over the Cartesian x, y, and z components of atom i.
Obviously, i must be one of the atoms that specifies the IC
q(RiR). The velocity vector belonging to atom i can be decom-
posed into its tangential and normal component with respect to
the atomic tangent vector JiR:

viR ¼ ðv^ÞiR þ ðv==ÞiR ð6Þ
Only the tangential component gives a nonvanishing contribu-
tion to the change of the internal coordinate:

δq ¼
X
i

J i 3 δRi

ð7Þ

and with a suitable normalization can be set as

ðv==ÞiR ¼
ðP
jβ
vjβJ jβÞJ iRP
jβ
J2jβ

ð8Þ

while the normal component lets the IC unchanged in first order
(for small time steps):

ðv^ÞiR ¼ viR - ðv==ÞiR ð9Þ

The parallel velocity is the component that should be identi-
fied with this particular internal coordinate. Note that the IC is a
function of time, and we project on a time dependent vector. To
compute the actual spectrum, the Cartesian components of the
velocities of every atom at each time step are plugged into eqs 1
and 4. The fluctuations due to the time dependency of the IC’s
are also computed with the Fourier transformation but should be
small enough to neglect. Accordingly, an autocorrelation func-
tion (eq 4) is computed with the instantaneous (v//)iR velocity
projections. In this way a partial INS spectrum has been
constructed restricted to those vibrations inducing changes of
the IC of interest. A comparison between the full and partial INS
spectra makes a full analysis of the vibrational spectrum possible:
spectral peaks can be linked to IC’s and corresponding (internal)
degrees of freedom. When a peak in the projected spectrum
coincides with its counterpart in the total spectrum, one can
assume that there is no motion along other orthogonal coordi-
nates that contributes to this peak. Such a peak is then completely
resolved.
We note that the normalization of the tangential component

(eq 8) is not unique and that a separate projection of the atomic
velocity to the tangent vector belonging to that atom leads to a
somewhat different normalization factor:

ðv==ÞiR ¼
ðP

β
viβJ iβÞJ iRP
β
J2iβ

ð10Þ

For computational reasons we have given preference to the
normalization in (eq 8) to avoid numerical inaccuracies gener-
ated by tangent vectors Ji of very small amplitude, as would be the
case with the choice of solution 10.
Internal Coordinates. Analysis Using Internal Coordinates.

At this point it is useful to outline the exact workflow. The
standard procedure to obtain a vibrational spectrum from MD
data is to compute the Fourier transform of the Cartesian atomic
velocities (eqs 1 and 4) at each time step. In this work we project
the Cartesian atomic velocities onto IC’s to obtain the velocity
component (v//)iR of each atom alongside the IC (eq 8 and
eq 9). Of these projected velocities, which are by definition equal
to or smaller than the atomic Cartesian velocities, the Fourier
transform is also computed at each time step to obtain the
spectrum of the velocities for each IC separately. It can happen
that, due to symmetry, some classes of IC’s generate almost
identical spectra; then the average was taken over them. In the
next section the different classes of internal coordinates that were
used in this work are discussed.
Classes for Internal Coordinates. The peaks in the full spectra

can be (partially) decomposed by a proper selection of IC’s. This
can be done for the various zeolite building blocks under study in
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this work and displayed in Figure 1. The IC’s or linear combina-
tions of them are then classified. Each class has its specific
internal motion and generates a partial INS spectrum for each
building block.
We will follow the following protocol. For all structures we

compute the full vibrational spectrum based on the
(nonprojected) atomic velocities as resulting from the MD
simulation. For each individual IC we then project the atomic
velocities according to the outlined procedure trying to link
spectral peaks to these IC’s. Linear combinations of various IC’s
can be constructed to form new IC’s. With a well-chosen linear
combination, one is able to fully assign a peak to this new specific
internal coordinate. The general workflow for combining IC’s to
further unravel the spectra and to be able to link them with a
spectral peak is shown in Figure 2. In this paper we focus on IC’s
constructed from stretches between two atoms: the stretches
themselves can serve as IC’s or linear combinations of them. The
stretching vibration is one of the most straightforward internal
motions to describe. In an earlier study by van Santen et al.,45 it
was stated that the lattice dynamics of amorphous silica can be
correctly described by ignoring the Si-O-Si bending and solely
focusing on the Si-O stretchings (see Figure 3). It implies that
the wavenumber regime of 500-1200 cm-1 is sufficient for
studying the zeolite nanogrowth. As the studied species are
however much smaller, we will validate in how far only stretches
are applicable for fully resolving the spectrum. The higher the
connectivity, the higher the rigidity and thus preventing the
bending mode. Mixing of the Si-O stretching and Si-O-Si
bending modes in the case of small oligomers may be assumed to
be of minor importance because their modes are spectrally well
separated.
Looking at Figure 3 we can discriminate between two types of

O-Si stretches. The first one is the stretch mode, which occurs
along the O-Si bond, where the oxygen atom is connected with
a terminal hydrogen atom. This will be referred to as the O-Si
terminal stretch. The second type consists of the two O-Si
stretches in the Si-O-Si bridge. Such O-Si stretch is called an
internal O-Si stretch. We make an approximation in the sense
that the interaction between the symmetric and antisymmetric
modes can be neglected, which is quite reasonable in view of the

large difference between the spectral values of these modes and
the magnitude of the coupling constant.45

One can choose a particular Si-O stretch as IC, but in
practice, linear combinations of stretch modes are more appro-
priate choices for IC’s. In this way we separate the 2N ring
stretching Si-O bonds, present in a N-membered ring, into two
classes of IC’s (symmetric and antisymmetric). For one parti-
cular Si-O-Si bridge j:

qss, j ¼
1ffiffiffi
2

p ðr-j þ rþj Þ ð11Þ

and

qas, j ¼
1ffiffiffi
2

p ðr-j - rþj Þ ð12Þ

as visualized in Figure 4 .

Figure 2. Flowscheme to classify different IC’s used to decompose
vibrational zeolite spectra.

Figure 3. Schematic representation of the Si-O stretches present in
the studied zeolite structures.

Figure 4. Ring stretching Si-O bonds defining symmetric and anti-
symmetric IC’s.
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The coordinate transformation between all stretching internal
coordinates and the N symmetric and antisymmetric IC’s is
orthogonal and of dimension 2N � 2N:

qss
qas

" #
¼ Tr ð13Þ

r ¼ ð2N � 1Þ matrix ðSi-O stretchesÞ

T ¼ 2N � 2N matrix and orthogonal

The force constant matrix in {qss,qas} space becomes

U ¼ 1
2
ðqTssqTasÞCq

qss
qas

" #
ð14Þ

with Cq = TCrT
T, which is not block diagonal even with a

diagonal structure of Cr:

Cq ¼ Cqss Cqcoupl

Cqcoupl Cqas

" #
ð15Þ

In the model proposed it is assumed that the coupling between
the symmetric and antisymmetric stretch modes is very weak and
may be omitted: Cqcoupl = 0. This seems to be justified since the
frequency bands of both classes are well separated, as will be
demonstrated later in the discussion section.
It is interesting to examine the symmetric stretch mode in more

detail. The peaks due to the symmetric stretch are not completely
resolved, and they lie in the wavenumber region which is interesting
for obtaining insight into zeolite synthesis (the antisymmetric stretch
peaks are completely resolved and lie in a less interesting area). In
order to gain insight into the normal (symmetric stretch) modes of a
molecular ring system, we consider a simplified model of n identical
and equally spaced masses on a circle. Due to its periodicity, the
normalmodes of such a systemcan be obtained as the eigenvectors of
a so-called circulant matrix C:

Cjk ¼ cðj - kÞmod n ð16Þ
for j, k = 1, ..., n, where the notation (i) mod n implies
integer arithmetic modulo n. Since the Hessian of the model system
is a symmetric matrix (Cjk = Ckj), the coefficients must also obey

cðiÞmod n ¼ cð- iÞmod n ð17Þ
where we used the notation-i = n- i. The circulant matrixC for
an even n then has the form:

The form of C for n being odd is analogous. In the remainder
we drop the explicit “mod n” notation for the c(i) indices, but it is
understood that they should be interpreted in arithmetic modulo
n. The eigenvectors of the circulant matrix can be used to create
new IC’s on which we can project the atomic velocities, based on

the symmetric stretch IC’s qss,k. With the circulant matrix being
the model for the Hessian, we can construct these new internal
coordinates, i.e., linear combinations of symmetric stretches, to
further resolve the spectra of silica rings.
The eigenvalues and the kth component of the normalized

eigenvectors are (see Appendix Section):

λðmÞ ¼
X
k

cðkÞ exp
-2πimk

n

� �

¼
X
k

cðkÞ cos
2πmk
n

� �
¼ λð - mÞ ð19Þ

and

V ðmÞ
k ¼ 1ffiffiffi

n
p exp

2πimk
n

� �
ð20Þ

Looking at the eigenvalue spectrum one can distinguish
between even n (four-, six-ring, etc.) and odd n (five-ring, etc.).
For even n the eigenvalues (eigenvectors) become

λð0ÞðV ð0ÞÞ : nondegenerate
λðmÞðV ðmÞ,V ð - mÞÞ for m ¼ 1 , ...,

n
2
- 1 : two-fold degenerate

λðn=2ÞðV ðn=2ÞÞ : nondegenerate

8>>><
>>>:

For odd n they are

λð0ÞðV ð0ÞÞ : nondegenerate
λðmÞðV ðmÞ,V ð - mÞÞ for m ¼ 1 , ...,

n- 1
2

: two-fold degenerate

8><
>:
It is practical to switch to real eigenvectors for the two-fold
degenerate eigenspaces, by taking linear combinations:

W ðmÞ
k ¼ 1

2
ðV ðmÞ

k þ V ð - mÞ
k Þ ¼ cos

2π
n

mk

� �
ð21aÞ

W ð - mÞ
k ¼ 1

2i
ðV ðmÞ

k - V ð - mÞ
k Þ ¼ sin

2π
n

mk

� �
ð21bÞ

It is now possible to construct a new internal coordinate for
each eigenvector m by making linear combinations of the
symmetric stretches qss,k, where the coefficients are the elements
of the eigenvector. For the circular systems under consideration,
the new internal coordinates become

qc,m ¼
X
k

W ðmÞ
k qss, k ¼

X
k

V ðmÞ
k þ V ð - mÞ

k

2
qss, k

¼
X
k

cos
2π
n

mk

� �
qss, k ð22aÞ

qs,m ¼
X
k

W ð - mÞ
k qss, k ¼

X
k

V ðmÞ
k - V ð - mÞ

k

2i
qss, k

¼
X
k

sin
2π
n

mk

� �
qss, k ð22bÞ
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where n is the number of symmetric stretches in the circular
molecular system and qss,k is short for the k

th symmetric stretch
IC. Since qc,m and qs,m only differ in phase we could not
discriminate between them. Therefore it is useful to consider
the subspace spanned by these vectors. This subspace is referred
to as span(qc,m,qs,m). At each time step of the simulation we
project the atomic velocities on the set of vectors which spans this
subspace. For topologically symmetric systems the INS spectra
of qc,m, qs,m and span(qc,m,qs,m) coincide (e.g., Figure 1b, n, and q
and a, e, and m).
Note that this technique can only be used for single closed ring

systems, and it is not expected to completely resolve spectra in
systems with fused rings. If multiple rings are attached to each
other, then one has to distinguish between them to make use of
the circulant matrix as a model for the Hessian. This is still useful
because the resulting spectra can be directly compared with
spectra from other n-ring structures. In this way the immediate
effect of a different topology on a specific structure can be
studied.

’RESULTS AND DISCUSSION

Figure 1 gives an overview of the three-dimensional (3D)
optimized geometries of the simulated structures. Some of them
are key components of the MFI structure, and others have been
suggested to occur in the early stages of other zeolite structures.26

The initial geometry as input for the MD simulation does not
need to coincide with the global minimum as all possible
structures on the PES will be visited during the MD run. The
most elementary structures are a single four-, five- and six-
membered ring (Figure 1a, e, and m), and their spectra may be
regarded as reference. Larger building blocks can be constructed
by connecting these elementary rings with other n-ring struc-
tures. These new structures yield new (partial) INS spectra which
can be compared with the reference spectra, and such an
investigation provides us information on the influence of the
topology (i.e., how atoms are linked to each other) on the
vibrational spectra. In the synthesis of zeolites withMFI topology
it has been found that the five-membered ring (5T) (Figure 1e),
also called the pentasil ring, is of special importance.56-58 By
connecting these pentasil rings larger building blocks can be
constructed. If three T-atoms are added, then two 8T(2 � 5)
(Figure 1k) and three 11T(3 � 5) (Figure 1h) sideways five-
membered rings arise. If two sides of two different five rings are
shared (sharing three T-atoms), then the 7T five ring is formed,
7T(2 � 5) (Figure 1j). The five ring 8T(4 � 5) (Figure 1l) is a
silica octamer, where the rings form a cagelike structure. The
species where two five rings do not share but are connected with
an oxygen bridge is referred to as 10T(2� 5) (Figure 1g). In this
topology an extra six ring is present. Finally the silica dodecamer
structure forms the 12T(4 � 5) (Figure 1i).26

In aqueous silicate solutions the cubic octamer59,60 often has
been observed experimentally and proposed as a building block.
Therefore we also consider this full cube (6 � 4) (Figure 1q), a
half cube (2 � 4)(Figure 1o), and a three-fourths cube (3 � 4)
(Figure 1p).
Physical Meaning of IC’s. The most basic molecular struc-

tures are the four-, five-, and six-rings (Figure 1a, e, and m,
respectively). Their spectra may serve as a reference for other
topologies where n1-rings are attached to n2-rings. In this way, the
vibrational spectra can be applied as a tool for studying topolo-
gical differences in zeolite structures (e.g., during nanogrowth).

Looking at the diagram of Figure 2, we can distinguish
between two types of IC’s: those that can be identified as single
stretches and those that show a weighted mixture of stretch
modes. For the first type of IC’s it is straightforward to assign a
physical motion to them since they coincide with real stretches.
For the second type of IC’s it is less straightforward, but they also
represent a real physical combined vibration.
Symmetric and antisymmetric ring vibrations have been

defined in eqs 11 and 12. When the atomic velocities are
projected on these IC’s, we gain knowledge on the magnitude
of these combinedmodes relative to the full vibrational spectrum.
The antisymmetric motions represent modes where the O

atom oscillates between two Si atoms. Their spectral lines are
located at frequencies larger than 800 cm-1 and are discussed in
subsection Classes for Internal Coordinates.
The characteristic internal modes of a molecular system are

determined by the eigenvalue equation of the Hessian:

HE ¼ ω2ME ð23Þ
Here H is the Hessian which contains the second derivatives of
the potential energy with respect to the Cartesian coordinates,M
is the mass matrix, ω2 represents the eigenvalues, and E
represents the 3N � 3N matrix which contains the eigenvectors
of the different modes (N = number of atoms). As shown in the
Internal Coordinates Section, we introduced the circulant matrix
as a model for the Hessian corresponding to the symmetric IC’s
and determined its eigenvectors and eigenvalues. The physical
meaning of the combined modes of IC’s qc,m and qs,m is
interesting for further survey. For the four-, five-, and six-ring
we have the following IC’s (see eqs 22a and 22b) (R = 2π/n):

• Four-ring: qc,0, span(qc,1,qs,1), qc2 (R = 90�).
• Five-ring: qc,0, span(qc,1,qs,1), span(qc,2,qs,2) (R = 72�).
• Six-ring: qc,0, span(qc,1,qs,1), span(qc,2,qs,2), qc,3 (R = 60�).
They all can be associated to a real physical mode. Consider,

for example, the four-ring. When projecting on the correspond-
ing IC’s, the resulting spectral peaks agree with the molecular
breathing motions, as depicted in Figure 5, in which an outward
arrow means that the particular bond stretches out, whereas an
inward arrow points to a shrinking motion of the bond. From this
figure it is clear that qc,1 and qs,1 actually represent the same
breathing mode, only shifted in phase by 90�. Thus, whenever a
peak arises when projecting on a particular IC, we know with
which vibrational eigenmode it corresponds. As a special com-
bined mode we define in this work the breathing mode, in which
all the present Si-O stretches are elongated or shrunk simulta-
neously. Here the mode qc,0 represents this breathing mode.
Elementary Building Blocks: Four-, Five-, and Six-Rings.

The spectra of all structures considered in this paper for all IC’s
are taken up in the Supporting Information. In this section some
relevant spectra of the four-, five-, and six-rings are shown and
will be further explained. We will focus on the spectral shifts that
occur when spectra of the four-, five-, and six-rings for the same
type of IC are compared. The conclusions that are drawn from
these elementary structures are transferable to more complex
molecular structures. Also for the sake of completeness INS and
IR spectra for the four-, five-, and six-membered ring systems are
given in the Supporting Information. They can serve as com-
parative material when analyzing velocity power spectra asso-
ciated to specific IC’s.
Terminal O-Si and Antisymmetric IC’s. The spectra of the

terminal O-Si and antisymmetric IC’s are shown in Figure 6 for
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the three elementary structures. For these classes of stretches
multiple IC’s are present. Per category the average spectrum is
taken, as the spectra belonging to each IC of the same class are in
essence not deviating much from each other. Also the standard
deviation (stdev) of this average is given (lower curve). For both
types of IC’s the spectra manifestly show little influence on
the size of the ring (same position, relative amplitudes, and
shape).
Circulant Symmetric IC’s. As outlined in the Method Section,

the symmetric IC’s are analyzed making use of the properties of
the circulant matrix as a model for the Hessian. The spectra of the
velocity projections on the qc,m and qs,m IC’s of the four-, five-,
and six-ring are shown in Figures 7 and 8. From these figures,
some interesting features related to ring size can be derived.
(i) Comparing the first eigenmode, qc,0, of the four, five-, and

six-ring we see that the spectra of this breathing mode
only exhibit a very small spectral shift which is almost
negligible. The spectrum of the four-ring has peaks at 549
and 888 cm-1, and for the five- and six-rings, we get 553
and 887 cm-1 and 562 cm-1 and 888 cm-1, respectively.
A small third peak emerges at about 453 cm-1 when
increasing the size of the ring. It is at this stage not clear
to which motion this third vibrational peak could
be associated. The two peaks in the four-ring spectrum
probably belong to the breathing modes of the ring Si and
O atoms with a growing impact on the stretches. As the
size of the ring increases, a collective nonplanar vibration
could emerge. Although intuitive to some extent, these

explanations remain speculative as so far no visualization
program is available which could remove this ambiguity.

(ii) The peaks of the second mode of the four-ring, span(qc,1,
qs,1), make a shift compared to the same mode of the five-
and six-rings. The two peaks with the four-ring occur at
642 and 869 cm-1, the five- and six-rings show peaks at
617 and 876 cm-1 and 602 and 881 cm-1, respectively.
There is some peak drift, and the interpeak distance grows
with increasing ring size (red shift for the left peak, blue
shift of the right peak). They are still relatively small but
big enough to be measurable and to conclude that there is
a size dependence, which is more pronounced than in the
qc,0 mode.

(iii) The above made conclusions are also valid when the
eigenmode span(qc,2,qs,2) of the five- and six-rings are
compared.

(iv) The interpretation of the spectra for these elementary
building blocks, however, is also valid when combinations
of these structures are made, as can be seen from the
figures taken up in Figure 12 and the Supporting In-
formation, e.g., 7T(4,5), 8T(4,6), and 9T(5,6). There is a
very small topology dependence for the qc,0 mode, and
the influence of the ring size is larger for higher order
modes.

We can discuss now how far the above features agree with what
has been published in literature. The independence of spectra of
the qc,0 breathing coordinate on the ring size contradicts results of
previous modeling studies. These works have demonstrated a

Figure 5. Visualization of the physical breathing modes when projecting atomic velocities on eigenvectors of the circulant matrix as a model for the
Hessian.
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downward shift of the “ring breathing frequencies” with the
increase of ring size. In the paper of Smirnov et al.31 the internal
coordinate measuring the ring pore-opening has been put
equal to

PðtÞ ¼ 1
N=2

XN=2

i¼ 1

RiðtÞ ð24Þ

where Ri(t) stands for the deviation of the i
th ring diameter from

the mean value. The ring diameter is defined as the distance
between oxygen atoms on the opposite sides of the ring. In order
to comment on this issue, we have computed the velocity power
spectrum of this vibrational coordinate P(t) making use of the

MD results. These calculations could reveal the origin of the
apparent discrepancies between the results presented in this
work and those of literature.We also did the same exercise for the
silica, instead of the oxygen atoms. The results are surprising and
are displayed in Figure 9. Some peaks occurring in the P(t)
velocity power spectra for the silica atoms perfectly coincide with
the qc,0 in both four-, five-, and six-ring spectra. More specifically,
four-ring: 550 and 892 cm-1; five-ring: 550 and 883 cm-1; and
six-ring: 558 and 892 cm-1. They do not show any ring size
dependence. On the contrary, the oxygen P(t) velocity power
spectra do not show any resemblance with the qc,0, except
perhaps for the spectral signal at 453 cm-1 appearing in six-
membered rings. The downward shift of the ring breathing

Figure 6. Projection of atomic velocities on the terminal O-Si and antisymmetric stretch IC’s.
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frequencies observed in literature is also reproduced in our P(t)
velocity power spectra for the oxygen atoms: 483, 475, and 458
cm-1 in going from four- to six-rings. They represent the lowest
frequency peak in the spectrum. What can we conclude from this
comparative study? Which peak corresponds really with the
breathing mode where all ring diameter vibrations are supposed
to be in phase? Since the pore-opening vibrational coordinate
P(t) does not take into account the phase of all ring diameter
vibrations, the P(t) velocity power spectra show admixtures of
various ring modes, as shown in Figure 5 in case of a four-ring.
For completeness, we also introduced another internal co-

ordinate being the sum of all O-O distances of neighboring
oxygen bridges as suggested in ref 32. We adapted the velocity

projection method on this internal coordinate, and the resulting
spectra are given in the Supporting Information. These spectra
reveal a striking resemblance with previous P(t) velocity power
spectra both for the oxygen as for the silica atoms.
The presence of identical peaks in the three different types of

power spectra (three different internal coordinates, namely qc,0,
P(t) and

P
RO-O) points manifestly toward a common vibra-

tional mode, which represents probably the “true” breathing
mode. However, to remove any ambiguity, we should be able to
visualize the vibration corresponding to each peak in the power
spectrum. But this is not an easy task and falls outside the scope of
this work. Another aspect concerns the role of the force field used
to perform theMD runs. It should be stressed that the fact that all

Figure 7. Projection of atomic velocities on the circulant symmetric IC’s qc,0 and span(qc,1,qs,1) for the four-, five-, and six-ring.
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peaks observed in the qc,0 spectra are also retrieved in the
standard “non-projected” velocity power spectra correspond-
ing with pore-opening IC’s is a property independent of the
choice of the force field. Use of another force field can
reproduce the spectral lines at somewhat different wavenum-
bers and affects probably too the shift of a peak when increasing
the ring size, but the general features, as sketched above,
remain unaffected.
Projection on Orthogonal Basis of IC’s and the Orthogonal

Complement. In the previous section only one class of internal
coordinates (O-Si stretches and linear combinations of them)
has been investigated. In this section we want to see to what
extent the restriction to this single class of stretches is accurate

enough. In other words what is the impact of the bending and
dihedral motions on the vibrational spectra, or, more precisely,
what is the impact of the remainder on the spectra after
projecting out all tangent vectors belonging to stretches? The
projection technique consists of determining all tangential atom-
ic velocity vectors inducing a change in a particular IC. Modes
induced by the normal components of the velocities are not
considered as far as they do not belong to the entire class of IC’s
(stretches). For that reason we develop a method able to
construct the so-called orthogonal complement of the basis of
a given set of internal coordinates containing all the O-Si
stretches (terminal O-Siþ internal O-Si IC’s). To obtain this
orthogonal complement, the singular value decomposition of the

Figure 8. Projection of atomic velocities on the circulant symmetric IC’s qc,2/span(qc,2,qs,2) and qc,3 for the four-, five-, and six-ring.
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matrixA holding the tangent vectors of all the IC’s is computed at
every time step:

Aki ¼ Dqk
Dxi

ð25Þ

where k = 1, ..., K is an index characterizing the IC’s, and the
subscript i = 1, ..., 3N denotes the Cartesian coordinates. This
procedure decomposes A into three matrices:61

A ¼ UWVT ð26Þ
The matrices U and V are orthogonal, andW has singular values
and is diagonal. The first K columns of V form an orthogonal
basis for the IC’s at each time step, while columns K to 3N
construct the basis for the orthogonal complement at each time
step. In a second step the atomic velocities are projected on both
orthogonal bases. The result for the four-, five-, and six-rings is
shown in Figure 10. The two full INS spectra are clearly well
separated. The green spectrum ranging from 500 to 1200 cm-1

covers all O-Si stretches. The blue spectrum involves all IC
modes belonging to the orthogonal complement, and for the

three-ring structures, all peaks are located below 500 cm-1. This
is a nice result as it demonstrates that our methodology works
quite well in projecting out all bending and dihedral motions.
The conclusion is that the frequency region in question between
500-1200 cm-1 is adequately probed by stretch IC’s and that a
one-to-one comparison with the full spectrum is possible.
Analysis of the lower frequency spectrum should be done with
care. The blue spectrum in Figure 10 grouping all IC’s, excluding
stretches, is a global spectrum. We did not project on the
tangential vector of an individual IC belonging to the class of
bending and dihedral angles. In principle the same procedure
as in the previous subsection could be performed, but in view
of the ultimate goal of this study, such investigation was
expected to give little added value. Nevertheless additional
information was extracted, which could be of interest. To
illustrate with an example, we refer to the peak at around 25
cm-1 which is prominently present in the low-frequency
spectra of the three-ring systems. This peak is probably due
to a collective puckering mode of the ring, but as already
stressed, a full treatment of the velocity projection protocol on

Figure 9. Velocity power spectra P(t) for oxygen atoms as well as for silica and for the four-, five-, and six-rings.
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the tangential vector of this puckering angle will reveal the real
type of this specific mode.
Influence of the Connectivity. So far we studied the ele-

mentary four-, five-, and six-membered rings. We examined the
influence of the sizes by comparing the spectra of them. Now we
look at the connectivity (or the topology) by adding n-rings to
these basic structures and investigate the corresponding funda-
mental changes in the spectra. In this section we will particularly
focus on framework structures that contain five-membered rings
(as in ref 26). Also the famous MFI-framework topology is built
from five-membered rings. More precisely, in this section we will
concentrate on the following 5T ring clusters: 7T(2 � 5); 8T
(2 � 5); 8T(4 � 5); and 11T(3 � 5)(see Figure 1). They all
show two or more connected five-rings except for the reference
five-membered ring. Each mode (qc,0, span(qc,1,qs,1), and span-
(qc,2,qs,2)) is more or less degenerate due to the appearance of
multiple five-rings, hence an average is taken of the correspond-
ing spectra. Spectra belonging to other building blocks are given
in the Supporting Information.
As already observed for the elementary four-, five-, and six-

membered rings, the ring size will not affect the INS spectra (see
Supporting Information) for the terminal O-Si and antisym-
metric IC’s. The changing topology induced by adding n-rings to
elementary rings has no influence at all on the spectra; no peak
shifts occur, and the shapes remain unaltered. This observation
was more or less expected for the terminal O-Si stretches but

rather unexpected and even surprising for the antisymmetric
stretch mode.
On the contrary, significant changes in the vibrational INS

spectra occur for the various symmetric stretches. Spectra of the
projected velocities on the circulant symmetric IC’s of the five-
membered ring systems under study are shown in Figure 11.
All spectra are referred to with respect to the reference spectral

lines observed for the elementary five-membered ring. Two
connected five-rings sharing two atoms (8T(2 � 5),
Figure 1k) cause a splitting of the two main peaks with a slight
blue and red shift for the qc,0 and span(qc,1,qs,1) mode. In
principle two degenerate qc,0 modes should exist. The slight
coupling between these modes (for two rings share two silica
atoms) gives rise to the observed small splitting. A third peak is
manifestly present in the breathing mode qc,0 and could be
resolved by a suitable selection of an additional IC. The other
connected five-ring structures lead to similar features. The
11T(3 � 5) structure with three connected five-rings shows
the same pattern as the 8T(2 � 5), with the difference that now
three five-rings are attached to each other which is reflected in the
projected spectrum. In the 7T(2 � 5) structure the situation
becomes more complex because now three Si atoms are shared.
Since in the 8T(4� 5) structure even more five-rings are shared,
the spectra become more distinct from the reference single five-
ring spectra. For the span(qc,2,qs,2) mode, the spectra show a
remarkable resemblance in all structures. Another issue concerns

Figure 10. INS spectra of the projection of the atomic velocities on the basis of all O-Si IC’s (green curve) and on the orthogonal complement of these
IC’s (blue curve).
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the way spectra are affected by connecting rings of different sizes.
We compare in Figure 12 the INS spectra generated by connect-
ing a five-membered ring with, respectively, a four- and a six-

membered ring. Other spectra belonging to connected rings are
shown in the Supporting Information. A common feature is the
observation that when an n2-ring is attached to a basis n1-ring

Figure 11. INS spectra belonging to atomic velocities projected on the circulant symmetric qss IC’s for connected five-rings. Green curve: standard
deviation.
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(n1 = 4-6), the peaks of the qc,0 and span(qc,1,qs,1) mode of the
basis n1-ring seem to split up. One can distinguish between
symmetrical (n1 = n2, e.g., five-ring attached to five-ring) and
antisymmetrical splitting (n1 6¼ n2, e.g., four-ring attached to five-
ring). These effects are a logical result from the fact that the peaks
of the modes of the n1- and n2-rings occur at the same frequency.
When the two rings are attached, a resonance effect arises which
causes one peak to turn into two floating modes: one peak with a
slightly higher and one peak with a slightly lower wavenumber
around the resonance frequency. When n1 = n2 the peaks show
more or less the same amplitude, when n1 6¼n2 the difference in
amplitude is much larger. Therefore it is useful to introduce the
nomenclature of symmetrical and antisymmetrical splitting. An
example is the 7T(2 � 5): the 553 and 887 cm-1 peaks of the
five-ring split into 539, 602, 876, and 907 cm-1, respectively. Just
as in the case of connecting five-rings, the span(qc,2,qs,2) mode
remains the same.
The qc,0 breathing mode is the most sensitive to connectivity

differences. When more rings are attached to the elementary
n1-rings, it is obvious that more peaks appear, since the ring
systems cannot be regarded as independent systems anymore
and mixing of modes occurs which results in extra peaks. This
coupling gives rise to a splitting of the original peaks or the
emerging of additional peaks. The qc,0 mode is themost collective

mode because the breathing mode is determined by stretches
which are not in an immediate antiphase (see Figure 5), giving
this mode a more global character. The eigenmode of the
span(qc,2,qs,2) IC on the other hand is the most local mode, as
the successive stretches move in antiphase with each other
(Figure 5). The topology dependence here is minimal.
It is important to note that the qc,0 breathing mode is not affected

by the size of the ring (see subsection “Circulant Symmetric IC’s”),
but is affected by the particular way in which it is connected to other
rings.

’CONCLUSION AND PERSPECTIVES

In this paper we have used the velocity projection method to
assign (parts of) spectral peaks in zeolite vibrational spectra to
particular changes in IC’s. The focuswas on essential zeolite building
units, which can be assumed to play important roles during initial
states of zeolite formation and during zeolite growth in general. The
analysis of vibrational spectra can be a very useful tool in under-
standing the process, as the spectral behavior of eigenmodes of IC’s
can vary with different molecular systems. MD can then be used to
simulate various structures which are key components during zeolite
growth. The atomic velocities obtained from these MD runs can
then be projected on a well chosen set of IC’s.

Figure 12. INS spectra belonging to atomic velocities projected on the circulant symmetric qc,0, span(qc,1,qs,1) and span(qc,2,qs,2) IC’s for the five-ring
connected with, respectively, a four-, five-, and six-ring.
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Here, we focused on stretches, linear combinations of them, and
eigenvectors of the circulant matrix as IC’s. The circulant matrix was
proposed as a model for the Hessian of ring molecular structures.

We found that the spectra of the terminal O-Si and the
antisymmetric internal O-Si IC’s were not influenced by the
topology and by the size of the considered rings; the spectra of
the elementary four,five-, and six-ring are the same. In addition,
when other rings are attached to these basic n-rings, the same
conclusions can be drawn.

When the atomic velocities are projected on the symmetric
O-Si IC’s, the resulting spectra differ for the four-,five-, and six-
ring. The spectral shifts of the spectra of IC qc,0 are tiny, while
those corresponding with span(qc,m,qs,m) are rather substantial.
The same trend can be observed in connected ring systems. We
should, however, be very careful in drawing conclusions, as it is
unclear what the role is of the force field in this specific field. It is
recommended to refer to the spectra of the elementary rings
when investigating the effect of connecting multiple n-rings. The
most important conclusions are that the qc,0 IC is the most
sensitive mode to changes in molecular topology. It is the most
global mode. We associate it to the breathing mode as it is
determined by adjacent stretches which are not in antiphase. All
the peaks occurring in the projected velocity qc,0 power spectra
are retrieved in power spectra belonging to other internal
coordinates defining the ring-opening vibration.

About the connectivity we found that the size of the added n-
rings does not play a crucial role; it is rather the way in which
these rings are connected to each other that is the origin of the
observed spectral changes.

When one projects the atomic velocities on the orthogonal
complement of all stretch IC’s present in a molecular structure, we
found that the contribution of the stretch modes to the spectra is
spectrally well separated from other contributions, like bending
and dihedral angles. This confirms that the spectral region inwhich
we are interested for zeolite synthesis can be almost completely
resolved by considering changes in stretch modes.

In an attempt to decompose the spectra of the symmetric IC’s
further we introduced the circulant matrix as a model for the
Hessian of the considered ring systems. If we want to extend the
applications to systems which are not restricted to a ring structure,
another more general approach is desired. A first incentive for this
has already been found by linking the displacement (small motions)
in IC’s with the displacement (small motions) in Cartesian co-
ordinates.We represent the displacement of the IC’s by the 3N� K
matrix Jik (N is the number of atoms, K is number of IC’s) and the
Cartesian displacement by the 3N� 3N matrix Eiλ. The Cartesian
eigenmodes can then be expanded in a redundant set of internal
coordinates (they are not orthogonal) with Rkλ being the matrix
which holds the expansion coefficients:

XK
k¼ 1

JikRkλ ¼ Eiλ ð27Þ

Here λ is a counter for the number of eigenmodes. The
coefficients of the matrix Rkλ can then be used as coefficients
for projecting the atomic velocities on the considered internal
coordinates. The Cartesian eigenmodes Eiλ can only be obtained
if the Hessian of the potential energy function is diagonalized,
thus the mass-weighted normal mode eigenvalue equation has to
be solved. To obtain the Hessian, a specified energy function V
has to be provided. First results of this method were obtained, but
it is still a work in progress.

’APPENDIX

Eigenvalues and the kth component of the normalized
eigenvectors. Wewill show that component k of eigenvectorm
has the following form:

V ðmÞ
k ¼ exp

2πimk
n

� �
ð28Þ

It is easy to see that the set of n orthogonal vectors V(m) with
components of the form of eq 28, are eigenvectors of C. The
product of C with V(m) can be written asX

k

CjkV
ðmÞ
k ¼

X
k
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� �
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ð29Þ
where the dummy summation index kwas changed to k0 = (j- k)
mod n. It is clear that V(m) is indeed eigenvectors of the
symmetric circulant matrix C.
The eigenvalues are real and can straightforwardly be rewritten as

λðmÞ ¼
X
k

cðkÞ exp
-2πimk

n
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X
k
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2
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ABSTRACT: The UV-visible absorption spectra of six new optical sensors based on acidochromic azobenzenes have been
measured and assigned with the help of quantum chemical calculations. The investigated compounds are able to monitor the pH in
the range from pH 3-10. Using the hybrid density functional PBE0 and including solvent effects with a polarized continuummodel,
the agreement between the experimental and theoretical UV/vis spectra of the dyes in their neutral and anionic forms is very good.
The spectroscopicππ* states, responsible for the optical properties of the sensors, are described within an accuracy of 0.1 eV. Similar
accuracy is demonstrated in the nπ* states. The ππ* states can be assigned as a charge transfer from the aromatic π orbital localized
in the azo-phenol moiety to the antibonding π* of the azo group. Under basic conditions, the spectrum is bathochromically shifted
and more intense than in acid media. Upon substitution in the phenyl moiety, red- or blue-shifts of the UV-visible bands are
observed depending on whether the substituent is electron-donor or -withdrawing, respectively. These effects are stronger at high
pH values and can be rationalized in terms of the stabilization and/or destabilization of the involved frontier orbitals.

1. INTRODUCTION

The development of pH sensors is a continuous challenge in
chemistry.1 Although the determination of pH with traditional
electrochemical sensors is well-established, optical sensors are a
valuable alternative where glass electrodes are impractical or
impossible to use.2 Moreover, optical sensors can be more
versatile than electrodes, as they are easy and inexpensive to
fabricate,3 and profit from the current advances of optical
spectroscopy.

Azobenzene and derivatives have attracted a considerable
amount of attention due to their capability to reversibly switch
between the cis and trans conformers using two different
wavelengths,4 and therefore their large applicability as molecular
devices.5 They are used as light-driven membranes,6 as single-
molecule optomechanical machines,7 as media storage,8 or to
control peptide folding.9 Moreover, because they allow for facile
and multiple functionalizations, a wide range of azobenzene-
based indicator dyes have been synthesized, initially for detecting
alkali, earth alkali, and heavy metal ions,10 but later also for
monitoring electrically neutral and anionic analytes such as
alcohols,11 amines,12 aldehydes,13 saccharides,14 and bisulfite.15

Recently, some of us have synthesized new derivatives of
2-hydroxyethylsulfonyl azobenzene (HESAB) indicator dyes
with emphasis on measuring the pH in range between 3 and
10.16 These indicators can be covalently linked to polymers
containing hydroxyl functions such as cellulose, polyurethane
hydrogel, and hydroxyalkyl methacrylate. Because one of our
aims is to design indicator dyes, which exhibit strong color
changes in this pH range, the goal of this Article is to present a
comprehensive study of the substitution effects on the spectral
properties of the corresponding protonated and deprotonated
forms of HESAB. In particular, we want to predict whether or not

the absorbance spectra of the phenolic dyes in going from acid to
base form (i.e., protonated to deprotonated form) are well
separated, thus providing indicator materials whose color
changes can be easily distinguished and quantified by optical
sensor modules.

To shed some light into the photophysics of the HESAB
compounds, which can in turn help to predict the potential use of
these dyes as pH indicators, the experimental spectra have been
characterized with the help of quantum chemical calculations.
While recording absorption spectra can be close to routine, the
computation of electronically excited states of large organic dyes
with chemical accuracy (less than 0.1 eV) is still a challenging
problem in modern quantum chemistry. Currently, time-depen-
dent density functional theory (TD-DFT) is the most extended
theoretical tool to compute transition energies and oscillator
strengths in organic and inorganic compounds.17 Although the
performance of different functionals may vary depending on the
treated systems,18 it seems that corrected hybrid functionals are
best suited to describe the excited states of delocalized aromatic
dye systems,19 and this approach is used here.

2. EXPERIMENTAL SECTION

Sample Preparation. The six azobenzene dyes (1-6) with
their deprotonated forms (1- -6-) shown in Figure 1 were
investigated. The azo function is in para position to the phenol
hydroxyl group. Substitution effects are studied by substituting H
by two electron donors (CH3, OCH3) and/or two electron-
withdrawing (F, Br) substituents on the phenyl moiety.
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The synthesis of the 2-hydroxyethylsulfonyl azo dye 1 was
accomplished by diazotation of 2-(4-aminobenzenesulfonyl)-
ethanol to phenol in acetic acid. The product was precipitated
as fine yellow-orange powder. Yield: 28%. Anal. Calcd for
C14H14N2O4S (306.34 g/mol): C; 54.89%; H, 4.61%; N,
9.14%; S, 10.47%. Found: C, 54.89%; H, 4.53%; N, 9.10%; S,
10.72%. 1H NMR (DMSO): δ (ppm) 7.85-8.07 (m, 6H,
dCH-), 6.98 (m, 2H, dCH-), 3.74 (t, 2H, -CH2-), 3.51
(t, 2H, -CH2-). Mass spectrometry data (EI): m/e (%), 306
(38). The synthesis of the 2-hydroxyethylsulfonyl azo dyes 2-6
has been described in detail elsewhere.13

Spectroscopic Measurements. The absorbance spectra of
the dissolved dyes 1-6 were recorded on a Lambda 16 UV-vis
spectrometer (Perkin-Elmer) at 20 ( 2 �C. The dyes were
dissolved in methanol and mixed with the aqueous buffered
solutions in a 1:1 ratio because of the low solubility of the dyes in
pure aqueous solution. A wide pH range buffer was used, which
was 0.04 M in sodium acetate, 0.04 M in boric acid, 0.04 M in
sodium dihydrogen phosphate, and 0.1 M in sodium sulfate. The
pH was adjusted in a way that exclusively the neutral or the
anionic form of the dyes was observed.

3. COMPUTATIONAL DETAILS

For the sake of computational ease, the 2-hydroxyethyl
function was replaced by a methyl group in all of the calculations
(see Figure 1). The resulting geometries were optimized in the
trans configuration using the global hybrid functional PBE020 in
combination with a polarized valence triple-ζ basis set (TZVP)
for all atoms. The nature of the stationary points was confirmed
by calculating the Hessian at the same level of theory. The
calculation of the transition energies and oscillator strengths was
done with the same functional. With 25% of exact Hartree-Fock
exchange, PBE0 was chosen because it delivers excitation en-
ergies with mean absolute errors of 0.14 eV for organic dyes.19b

The effect of the methanol environment on the excitations
energies was modeled with the polarized continuum model
(PCM)21 and ε = 32.6. For reference, the UV spectrum of the
unsubstituted compounds 1/1- is also calculated using corre-
lated ab initio second-order approximated coupled-cluster
theory22 in the resolution of the identity approximation (RI-
CC2)23 and the pure functional BP8624,25 also within RI
approximation. The effect of the solvent on the geometries was
also investigated at the PBE0 level of theory. RI-BP86 and

Figure 1. Chemical structure of the 2-hydroxyethylsulfonyl azobenzene dyes here investigated.

Table 1. Main Geometrical Parameters of Gas-Phase-Optimized Compounds 1-6 and 1--6-a

compound d3-4
b d2-3

b d4-5
b d6-7

b d8-9
b R2-3-4

c R3-4-5
c τ1-3-4-6

c

azobenzene

RI-BP86/TZVPd 1.267 1.417 1.417 114.8 114.8 180

PBE0/TZVP 1.243 1.413 1.413 1.386 1.393 115.1 115.1 180

X-raye 1.247 1.428 1.428 1.384 1.391 114.1 114.1 178.1

1 (PCM-PBE0/TZVP) 1.248 1.413 1.399 1.380 1.401 114.7 116.2 170.5

1 (PBE0/TZVP) 1.271 1.418 1.408 1.390 1.410 114.2 115.4 167.5

2 1.246 1.412 1.402 1.384 1.405 114.5 115.7 163.2

3 1.247 1.410 1.400 1.388 1.404 114.3 115.8 162.3

4 1.244 1.412 1.405 1.377 1.397 114.6 115.2 165.7

5 1.244 1.412 1.405 1.377 1.397 114.6 115.2 165.7

6 1.245 1.412 1.403 1.386 1.392 114.4 115.6 166.2

1- (PCM-PBE0/TZVP) 1.276 1.395 1.361 1.368 1.448 114.0 117.2 178.8

1- (PBE0/TZVP) 1.288 1.377 1.344 1.359 1.459 113.7 117.4 173.1

2- (PCM-PBE0/TZVP) 1.282 1.390 1.357 1.369 1.457 114.0 117.2 178.6

2-(PBE0/TZVP) 1.289 1.376 1.344 1.361 1.465 113.7 117.5 172.9

3- 1.295 1.370 1.339 1.361 1.471 113.8 117.1 172.6

4- 1.283 1.380 1.347 1.355 1.459 113.8 117.1 171.4

5- 1.277 1.386 1.354 1.359 1.466 113.9 117.2 170.9

6- 1.289 1.375 1.343 1.363 1.456 113.9 117.2 171.8
aTheoretical and experimental values of trans-azobenzene are given for comparison. The corresponding chemical structures with the atom numbering
can be found in Figure 1. bDistances in angstroms. cAngles in degrees. dValues obtained under C2h symmetry constraint from ref 29. e Experimental
values from ref 28.
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RI-CC2 calculations were performed with the TURBOMOLE.5.10
program package,26 while the rest of calculations were performed
with Gaussian 03.27

4. RESULTS AND DISCUSSION

Structure of Azo-vinyl Sulfonyl Dyes. The most relevant
geometrical parameters of the studied compounds 1-6 and
corresponding anions are collected in Table 1. For the sake of
comparison, azobenzene in the trans-conformation is also in-
cluded. The low-lying excited states of azobenzene (and de-
rivatives) involve the antibonding orbital located in the NdN
bond; therefore, it is important to describe this bond length
properly. Experimentally, the NdN distance of azobenzene is
1.247 Å.28 H€attig et al. showed that triple-ζ basis sets are
indispensable for an accurate description of this bond.29 It has
been estimated that RI-BP86/TZVP level of theory delivers
bond distances in azobenzene ca. 0.001 Å larger than MP2 but
very similar to the crystal structure.29 As we see in Table 1, RI-
BP86/TZVP overestimates the NdN bond (d3-4) by ca. 0.02 Å.
Interestingly, the result of the hybrid functional PBE0 (1.243 Å)
is in much better agreement with the X-ray distance. The
adjacent N-C bonds (d2-3 and d4-5) are underestimated by
both BP86 and PBE0 by ca. 0.01 Å. Despite being noticeable,
these discrepancies are within the error bar of the experiment.28

In view of the previous results and because no X-ray structures
are available for HESAB derivatives to compare, we shall consider
0.01 Å as the error bar for the geometries of the HESAB
compounds obtained with PBE0/TZVP. The NdN bond in
the unsubstituted HESAB compound 1 is larger than in azoben-
zene and further destabilized upon deprotonation. Interestingly,
when the solvent is included in the optimization (PCM-PBE0
values), the azo bond (d3-4) is compressed in the neutral and
anionic forms, while the bonds nearby (d2-3 and d4-5) are

almost unaffected in the neutral form but stretched by ca. 0.02 Å
in the anion.
The changes in the bond angles are negligible in both neutral

and ionic forms (seeR values in Table 1). In contrast, the planarity
of these compounds deserves some attention. Despite some
controversy,30 nowadays it seems well-accepted that azobenzene
is planar in the gas phase, as suggested by early X-ray experiments28

and confirmed by accurate MP2 calculations.29,31 Simple substi-
tuted 4,40-azobenzene derivatives are also planar at both MP2 and
DFT levels of theory if the basis set is sufficiently large. On the
contrary, if a smaller basis set, that is, MP2/6-31þG(d) level of
theory is used, significantly twisted geometries, with a dihedral
angle of ca. 20�, are predicted.30 The dyes investigated here are
twisted by ca. 15� (see dihedral τ1-3-4-6 in Table 1). Because we
employ the flexible TZ basis set, we are confident that the
nonplanarity of HESAB systems in vacuum is physical and due
to the bulky nature of the substituents. We note that the
frequencies corresponding to the out-of-plane motion of the rings
are very small (e.g., 62 and 105 cm-1 in compound 1 and of similar
magnitude or even smaller in the other neutral species), increasing
the possibility that nonplanar geometries contribute to the experi-
mental absorption spectrum (see below). Worth mentioning is
that a certain degree of planarity is recovered upon deprotonation
and that the 1/1- and 2- optimized structures in the presence of
solvent are slightlymore planar than in the gas phase (see Table 1).
These effects are especially important to address properly the nπ*
excitations of HESAB compounds, as we shall discuss below.
The rest of the compounds have been optimized only at the

PBE0/TZVP level of theory. In the neutral HESAB, the calculated
values for NdN and adjacent C-N bonds (now asymmetric), as
well as the angle between them, are very similar to those of
azobenzene (see Table 1). Both the electron donor (2 and 3) and
the electron acceptor (4 and 5) substituents have little effect on the
geometry of the neutral (or the anionic) HESAB.However, there are
interesting changes upon deprotonation. In the phenolate form, a
strong resonance effect through the conjugated system can be
observed, which strongly influences the geometry in two ways: On
the one hand, theNdNbond is activated, see that the distance of the
azo moiety is enlarged in comparison to the neutral forms by 0.03-
0.05 Å, and, on the other hand, the aromaticity of the ring decreases,
see the different alternate C-C distances of the phenyl group. Also
significant is that the planarity of theHESAB increases in the anionic
forms. For instance, in the neutral form 3 the dihedral angle τ1-3-4-6
is 17.4�, while in 3- it decreases to 6.8�.
UV-Visible Absorption Spectroscopy. Experimentally, the

UV/vis spectra of these compounds (with 2-hydroxyethyl moieties,
vide supra) are recorded in methanol/buffer (1:1) of different pH
values. The experimental maximum absorption peaks of compounds
1-6 at specific pH values measured in buffered aqueous methanol
are collected in Table 2, and themolar extinction coefficients in pure
methanol solutions are given in Table 3.

Table 2. UV/Vis Experimental Data of HESAB Compounds 1-6 under Acid and Basic Conditions (pH Is Also Given) Measured
in Buffered Methanol (v/v = 1:1)a

1 λmax 2 λmax 3 λmax 4 λmax 5 λmax 6 λmax

acid pH = 3.52 pH = 3.17 pH = 4.16 pH = 3.19 pH = 3.19 pH = 3.16

456, 361 (2.72, 3.44) 373 sh, 427 (3.32 sh, 2.91) 460 sh, 395 (2.70 sh, 3.14) 355 (3.49) 354 (3.50) 374 (3.32)

basic pH = 11.08 pH = 11.28 pH = 10.83 pH = 11.44 pH = 11.54 pH = 11.28

460 (2.70) 499 (2.49) 525 (2.36) 444 (2.79) 460, 292 (2.70, 4.25) 487(2.55)
aMaximum absorption peaks and most relevant shoulders (sh) in nm and in eV in parentheses.

Table 3. Molar Extinction Coefficients of the Dyes in Pure
Methanola

ε [L mol-1 cm-1]

neutral

form

anionic

orm

λmax neutral form

[nm]

λmax anionic form

[nm]

1/1- 27 300 27 700 364 441

2/2- 24 190 29 240 373 498

3/3- 18 890 36 090 396 522

4/4- 25 200 30 000 354 440

5/5- 14 430 21 740 354 452

6/6- 19 740 30 730 375 485
aThe neutral form was obtained by addition of 100 μL of 0.1 M
hydrochloric acid, while the anionic form was obtained by addition of
100 μL of triethylamine.
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Before discussing the assignment of the different spectra based
on quantum chemical calculations, it is worth reviewing the
spectrum of azobenzene, which has been the subject of extensive
studies.29-32 In the gas phase, the absorption spectrum is
characterized by a weak nπ* transition at 2.82 eV (440 nm)
followed by a strong ππ* state peaking at 4.12 eV (301 nm).33

CC2 calculations deliver values of 2.84 and 4.04 eV, respectively,
in very good agreement with the experimental values.29 The
employment of TD-DFT in azobenzene and derivatives is,
however, not straightforward. Charge transfer (CT) states are
typically very much underestimated due to the wrong long-range
behavior of the applied standard exchange-correlation func-
tionals.34 Several strategies have emerged to consider long-range
effects. For instance, range-separated functionals where the total
exchange energy is split into short- and long-range contributions
have been developed; examples of these functionals are LC-
wB97,35 LC-wB97XD,36 or CAM-B3LYP.37 Another possibility
is to use hybrid functionals where the exact Hartree-Fock
exchange is modified; an illustration is the PBE0 functional,
which contains 25% of exact HF exchange. As expected, pure
functionals deliver rather poor values in azobenzene. RI-BP86/
aug-TZVP predicts the two transitions of azobenzene at 2.19 and
3.35 eV; that is, both bands are underestimated by more than 0.5
eV.29 The hybrid functional B3LYP red-shifts experimental
values to a lesser extent, but it still accounts for errors of 0.3-
0.4 eV.29,30 The systematic study of Jacquemin and co-workers
for solvated azobenzene shows that among a large amount of
GGA, meta-GGA, conventional hybrids, and the recently devel-
oped range-separated hybrid functionals, the PBE0 and CAM-
B3LYP functionals give a quantitative agreement on the spectro-
scopic state of some selected substituted azobenzenes.19b In
combination with solvent via the PCM algorithm, mean absolute
errors of 0.14 eV for CT in organic dyes, including azobenzene,
have been obtained with the PBE0 functional.19b These results
are even better that the ones obtained with range-separated
hybrids. Recently, Tozer et al. have investigated the relationship
between the excitation energy errors and the spatial overlap
between the orbitals involved in the excitation, concluding that
errors are large when the overlap is low.38 In CT situations where
no overlap between the involved orbitals in the CT state is
observed, they strongly recommend the use of range-separated
functionals, like the CAM-B3LYP functional.39 In azobenzene
and the herein studied HESAB dyes, the orbitals involved in the
spectroscopic CT excitation should show a high-overlap due to
conjugation over the rings (see Figure 2). In such cases, hydrid
functionals with augmented amount of exact exchange, like
PBE0, can deliver very accurate values because excitations with
local character are also present, in agreement with ref 19b.
In the following, we shall investigate first the unsubstituted

HESAB system using different protocols for reference. Table 4
collects the excitation energies, oscillator strengths, and the
corresponding assignment of the most important peaks of the
absorption spectra of the neutral and ionic HESAB model
compounds (1/1-) using RI-CC2, BP86, and PBE0 using
different geometries, as specified. Figure 3a shows the experi-
mental spectrum of 1 at pH = 3.52 and at pH = 11.08. At these
pH values, the neutral (1) or the anionic (1-) form is expected to
be predominant, respectively, because the pK of 1 in methanol/
buffer is 8.35 (in plain buffer, the pKa is 7.64). Figure 3b-f
displays the spectrum of 1 and 1- at different levels of theory. In
Figure 2, the corresponding frontier orbitals are displayed. As we
can see, these are very similar for the neutral and ionic forms. The

HOMO-1 of both anionic and neutral compounds 1/1-

corresponds to the nN, the HOMO is a π orbital delocalized
mainly in the azo moiety and the phenol moiety, and the LUMO
orbital is the antibonding counterpart.
As in azobenzene, the lowest singlet excitation of 1 corre-

sponds to a weak nπ* state, followed by a strongππ* state. This is
predicted by all of the computational approaches but the
intensity of the nπ* state is underestimated by all theories. In
the following and for the sake of clarity, theoretical predictions
will be denoted by eVt (or nmt) and experimental data by eVe

(nme).The most accurate RI-CC2/TZVP method (Figure 3b)
obtain excitations at 2.85 eVt (435 nmt) and 3.82 eVt (325 nmt)
for the S1 (nπ*) and S2 (ππ*) states, respectively. The ππ* state
involves an electronic transition from the HOMO to the LUMO,
that is, a CT from the azo-phenol moiety to the azo function (see
Figure 2). The S2ππ* state, measured at ca. 3.4 eVe (360 nme), is
overestimated with RI-CC2 by 0.4 eV probably due to the
exclusion of the solvent. The use of a pure functional leads to a
similar but opposite error: RI-BP86 predicts the S2 ππ* state at
3.07 eVt, that is, underestimated by 0.4 eV with respect to the
experiment (Table 4 and Figure 3c). This shift is reversed with
the hybrid functional PBE0 (see Figure 3d), hence predicting a
blue-shifted peak with an error of ca. 0.15 eV. The inclusion of
solvent effects, only in the calculation of the excitation energies
(Figure 3e) or both in the geometry and in the energies
(Figure 3f), leads to values around 3.3 eVt. The ππ* state is
then only blue-shifted with respect to the experiment by 0.1 eV.
Because the differences in both latter procedures are not
significant, the prescription PCM-PBE0//PBE0, that is, includ-
ing the solvent only in the calculation of the energies but on
vacuum geometries, seems to be a reasonable one to calculate the
spectra of the substituted compounds.
The spectrum of 1- is characterized by a strong band peaking

at 2.7 eVe (460 nme). This band corresponds to the ππ* state,
and depending on the computational approach, it is preceded,
followed, or embedded into two low-lying very weak nπ*
transitions. With RI-CC2, the S1 corresponds to the intense
HOMOfLUMO ππ* transition, calculated at 2.59 eVt

(479 nmt) and therefore with an error of ca. 0.1 eV. The S2
and S3 are excitations from the nO and nN, respectively, to the
LUMO, at 2.85 eVt (435 nmt) and 2.99 eVt (415 nmt). With RI-
BP86, the S3 at 2.68 eVt (464 nmt) is responsible for the intense
ππ* band, and the two nπ* states are below, clearly under-
estimated with respect to the RI-CC2 values. Even if the RI-BP86
result for the ππ* peak is in very close agreement with the
experiment, one should keep in mind that solvent effects are not
included, and hence this agreement is fortuitous. The use of the
hybrid PBE0 functional intercalates the ππ* state at 2.91 eVt

(426 nmt) between the nπ* states. When taking into account
solvent effects without and with solvent during the optimizations
(Figure 3e,f and Table 4), this transition is red-shifted, appearing
at ca. 2.8 eVt (∼440 nmt), in reasonable agreement with the
experimental absorption maximum.
The description of the nπ* states deserves additional atten-

tion. It has been previously observed that typical global hybrids
such as B3LYP or PBE0 show mean absolute errors similar to
those of range-separated functionals, like CAM-B3LYP, in small
organic dyes.40 In solvated substituted azobenzenes, it has been
shown that CAM-B3LYP outperforms other functionals, deliver-
ing minimum absolute errors as small as 0.02 eV for excita-
tion energy of the nπ* state.32 Acceptable residual discrepancies
(<0.2 eV) are obtained with the global hybrid PBE0 in the same
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compounds.32 In our HESAB compound 1, the nπ* state is
responsible for the less intense band centered at 2.72 eVe

(456 nme); see Table 2. It is likely that the nπ* state in compound

1- is masked under the broad and intense ππ* band; therefore,
we shall limit our discussion to the energies of compound 1. The
best agreement for the nπ* state is obtained with the accurate RI-

Figure 2. Kohn-Sham frontier orbitals involved in the main electronic transitions of 1/1- to 6/6- HESAB compounds.
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CC2 method (2.85 eVt) and with the global hybrid PBE0
functional (2.62 eVt). The inclusion of solvent effects on the
calculation of the vertical excitations and on the optimized
geometries has no effect on the energy of the nπ* excitation
(see Table 4). This negligible effect is in agreement with the small
shifts that have been observed for other substituted azobenzene
dyes when comparing gas-phase and solvated results.30 The
intensities of the nπ* bands, however, are different depending
on the protocol. The oscillator strengths of the nπ* states of
compounds 1 and 1- are higher with PCM-PBE0//PBE0 than
with the PBE0/PBE0 model or PCM-PBE0//PCM-PBE0 (see
Table 4), and hence PCM-PBE0//PBE0 reproduces best the
experimental evidence (see Figure 3e). As a consequence a broader
ππ* band for compound 1- is observed with the PCM-PBE0//
PBE0 protocol than with the other approaches (compare
Figure 3e with d and f). The increase of nπ* intensity is due to
electrostatic effects, because, for instance, the mixing of the nπ*
with the ππ* state for compound 1- is the same with PCM-
PBE0//PBE0 and PBE0//PBE0, and thus an increased absorp-
tion due tomixing with the strongππ* excitation can be ruled out
(see wave function coefficients of S1 in Table 4). A more likely
explanation roots to the geometry of the compounds. As we
stated above, when considering bulk solvent effects on the
optimization of the geometries, slightly more planar optimized
structures are obtained. This planarization affects strongly the
intensity of the nπ* states of 1 and 1- (compare exemplarily the
S1 oscillator strength values of 1- with the PCM-PBE0//PBE0
and PCM-PBE0//PCM-PBE0 theoretical models). For the latter
procedure, a purer nπ* state is obtained, which might contribute
to the enormous decreasing of the intensity. Focusing only on the
intensities of the nπ* state, it is surprising that the agreement
with the experiment is better with PCM-PBE0//PBE0 rather
than with the PCM-PBE0//PCM-PBE0 model. A plausible
explanation for this fact might be the flat nature of the potential

energy surface in the vicinity of the planarization region, as
suggested by the geometric controversy with the different
theoretical approaches. To address this geometrical effect and
its consequent effects on the intensities of the nπ* state,
molecular dynamic simulations evaluating the temperature ef-
fects on the UV/vis electronic spectrum might be appropriate, as
has been done in trans-stilbene.41

Summarizing, the experimental spectra (Figure 3a) agree
reasonably well with those obtained with PCM-PBE0/PBE0
(Figure 3e). The main band of 1 is theoretically blue-shifted by
ca. 15 nm, and the one of 1- is red-shifted by 25 nm (see
Table 4). Yet, it is fair to mention that the theoretical peaks of 1
and 1- at 377 and 435 nmt agree much better with the peaks
obtained in pure methanol at 364 and 441 nme (see Table 3).
Therefore, we can infer that the differences between theory and
experiment are mainly due to the fact that while the experimental
data in Table 4 and Figure 3 are obtained in a buffered 1:1 water/
methanol solutions, theory considers only pure methanol as a
solvent.
As a general remark, we can conclude that in both the

experimental and the theoretical spectra, a strong red
(bathochromic) shift can be observed in the band of the anionic
form of the dye with respect to the neutral form. This shift can
be easily rationalized looking at the responsible transitions in
both neutral and anionic forms (cf., Table 4). The involved or-
bitals, the HOMO/LUMO of the neutral and the anion, exhi-
bit a similar conjugated π character but a different electronic
redistribution (Figure 2). Thus, the bands in 1 and 1- have
origin in frontier orbitals of similar character but with different
energies. Because of additional electrostatic repulsion with the
negative charge in 1-, all occupied orbitals are shifted to higher
energies, leading to smaller occupied-virtual gaps with respect
to 1, and therefore red-shifted peaks are obtained for the
HOMOfLUMO ππ* transitions. This is responsible for the

Table 4. Low-Lying Theoretical Electronic Transition Energies, ΔE (in eV and nm), with Oscillator Strengths, f, and Main
Assignment (Configuration Interaction Coefficient) for Compounds 1 and Its Corresponding Anion 1-

1 1-

ΔE ΔE

state eV nm f assignment/c state eV nm f assignment

(RI-CC2//RI-BP86) (RI-CC2//RI-BP86)
S1 2.85 435 0.017 nN-π* (0.92) S1 2.59 479 1.100 π-π* (0.94)
S2 3.82 325 0.999 π-π* (0.94) S2 2.85 435 0.098 nO-π* (0.73)

S3 2.99 415 0.059 nN-π* (0.79)

(RI-BP86//RI-BP86) (RI-BP86//RI-BP86)
S1 2.20 562 0.013 nN-π* (0.94) S1 2.01 618 0.001 nO-π* (0.95)
S2 3.07 403 0.775 π-π* (0.92) S2 2.15 578 0.010 nN-π* (0.94)

S3 2.68 464 1.100 π-π* (0.92)

(PBE0//PBE0) (PBE0/PBE0)
S1 2.62 473 0.012 nN-π* (0.80) S1 2.65 468 0.086 nN-π* (0.57)
S2 3.59 345 0.922 π-π* (0.79) S2 2.91 426 1.210 π-π* (0.51)

S3 3.05 406 0.008 nO-π* (0.68)

(PCM-PBE0//PBE0) (PCM-PBE0//PBE0)
S1 2.62 473 0.032 nN-π* (0.62) S1 2.66 465 0.318 nN-π* (0.57)
S2 3.29 377 1.027 π-π* (0.60) S2 2.85 435 1.062 π-π* (0.51)

S3 3.59 345 0.000 nO-π* (0.68)

(PCM-PBE0//PCM-PBE0) (PCM-PBE0//PCM-PBE0)
S1 2.62 473 0.006 nN-π* (0.65) S1 2.71 457 0.002 nN-π* (0.66)
S2 3.35 370 1.056 π-π* (0.67) S2 2.82 439 1.318 π-π* (0.51)

S3 3.58 346 0.000 nO-π* (0.68)
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different color of both forms (neutral and anionic) and conse-
quently allows for this compound being used as an indicator (see
Table 2).
To conclude, because the spectroscopic states (ππ*), as well as

the nπ* states of the pair 1/1- are well described with the PCM-
PBE0/PBE0model, this level of theory will be employed to study
the HESAB compounds 2/2--6/6-.
Substitution Effects in the UV-Vis Spectra. Having ana-

lyzed the basic spectral properties of the neutral and anionic
forms of the reference compound 1 with respect to the bare
azobenzene, we now proceed to evaluate how the electronic
transitions are modulated by substitution on the phenol moiety.
The corresponding spectra for the HESAB species with electron
donor (2/2- and 3/3-), electron acceptor (4/4- and 5/5-),
and both electron-donor and electron-acceptor (6/6-) substit-
uents are shown in Figure 4. The main electronic transitions are
collected in Table 5, and selected orbitals are found in Figure 2.
As stated above, the substituents influences not only the pKa

value16 but also the spectral properties, altering the isosbestic
point that appears between both anionic and neutral forms in the
UV-vis spectrum, and in turn determining to which extent these
compounds can be used as indicators. Even if both methyl and
methoxy groups donate charge to the aromatic ring, the spectra
of 2/2- and 3/3- are different (compare Figure 4a and b). The
maximum absorption peaks of 2/2- are separated by 126 nme,
while this gap is considerably reduced in the pair 3/3-, showing
partially overlapping bands and an isosbestic point less defined.

The main changes are in the spectra of 2 and 3, while the spectra
of 2- and 3- are only shifted by 26 nme. In the dimethyl
compound (2), the bright S2 state located at 374 nmt corre-
sponds to an HOMOfLUMO ππ* excitation from the azo and
phenol moieties to the π* orbital, this transition being analogous
to the one found in 1. Additionally, a less intense ππ* transition
contributes to the tail of the band at higher energies (S3 state, see
Table 5). In the dimethoxy compound (3), on the other hand, at
least two ππ* states (S2 and S3) contribute to the broad band
peaking at 460 nme. Presumably the wide profile of the band is
due to the S3 state, which theoretically is determined at 362 nmt.
An additional intense transition corresponding to the S5 con-
tributes to the near-UV spectrum; this is an HOMO-4fLU-
MO excitation from a π orbital localized in the phenyl moiety to
π*azo (see Figure 2). Note that in the case of 3 there is a
stabilization of the nN orbital (HOMO-2). This different
behavior obeys the electronic effects: the methoxy group is more
electron-donating than the methyl group and hence destabilizes
to a major extent the localized and delocalized π orbitals,
HOMO-1 and HOMO, respectively, of 3. Accordingly, these
orbitals correspond to HOMO-2 and HOMO, in compound 2.
Consequently, the HOMOfLUMO, ππ*azo, transition at
403 nmt is red-shiftedwith respect to2 (comparewith 374 nmt in 2).
The agreement between the experimental and theoretical

spectra for the pairs 2/2- and 3/3- is reasonable, with general
blue-shifts from theory to experiment (Figure 4). The spectrum
of 2 is simpler and similar to that of the unsubstituted compound
1. Likewise, the spectra of the anionic compounds (2- and 3-)
resemble the spectra of 1-. They are both characterized by a
strong peak, experimentally located at 499 and 525 nme, and
theoretically blue-shifted at 456 nmt and 484 nmt, respectively. In
2-, both S1 and S2 states contribute almost equally to the main
band, which then can be assigned as a mixture of the ππ*azo and
nπ*azo electronic excitations (Table 4). On the contrary, in
compound 3-, this peak is due to the S1 state, which is a
HOMOfLUMO transition, localized in the ππ*azo orbitals, as
in 1-.
The nπ* transitions in 2/2- and 3/3- are very similar to those

encountered in the unsubstituted pair 1/1- and show similar
trends in terms of oscillator strengths (rather small in 2, 3, and
3-). As in the pair 1/1-, the nπ* transitions are red-shifted upon
deprotonation. These effects will also appear in the electron-
withdrawing substituted compounds (vide infra). Experimen-
tally, the band of 2 shows a shoulder centered at 427 nme, which
is most likely due to the nπ* transition (466 nmt). The intensity
of this transition is theoretically underestimated. Interestingly, in
2-, where the nπ* transition is mixed with the ππ* transition
(recall S1 and S2 in Table 5), higher oscillator strengths are
obtained due to this mixing. To investigate whether this mixing
changes when solvent effects are included in the optimization,
which redounds in a more planar geometry (vide supra), and
whether energies can be improved, test calculations in 2- have
been performed with the PCM-PBE0//PCM-PBE0 approach.
The resulting energies and oscillator strengths are also included
in Table 5 in brackets. As we can see, the mixing between the nπ*
and ππ* transitions is slightly reduced (as we saw in the pair 1/
1-), rendering different oscillator strengths: a smaller/larger
value for the S1/S2 states, respectively. However, the solvent
effect does not improve substantially the energies, although a
slight shift toward the experimental values is obtained.
The neutral forms 4 and 5 show a broad band peaking at 355

and 354 nme, respectively (cf., Table 2). As in the previous cases,

Figure 3. UV-vis absorption spectra of 1 (solid) and 1- (dashed). (a)
Experimental spectrum normalized to 1 in arbitrary units, (b) RI-CC2//
RI-PB86, (c) RI-BP86//RI-BP86, (d) PBE0//PBE0, (e) PCM-PBE0//
PBE0, and (f) PCM-PBE0//PCM-PBE0. The theoretical spectra are
convoluted with a Lorentzian function with a full width at half-maximum
(fwhm) of 60 nm; the corresponding transitions are marked with
vertical lines.
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the transitions underlying these bands are the HOMOfLUMO
transitions of ππ* character. In 4, this band is assigned to the
bright S2 state, located at 360 nmt, in excellent agreement with
the experiment. In 5, not only the S2 (361 nmt) but to a minor
extent the much weaker S3 (324 nmt) state contributes to this

band. In both compounds, the S2 state is an HOMOfLUMO
transition with ππ*azo character. In 5, the S3 state is an excitation
from the HOMO-2, that is, a π orbital localized on the phenol
moiety but not on the azo moiety. As it can be seen, the S2
transition in the electron-withdrawing compounds is blue-shifted

Table 5. PCM-PBE0//PBE0 Calculated Electronic Excited States of Compounds 2-6 and Corresponding Anionsa

state ΔE f assignment state ΔE f assignment

2 2-

S1 2.66(466) 0.029 H-1fL (0.62) nN-π* S1 2.66(466) [2.71(457)]b 0.709 [0.357] H-1fL (-0.45) nN-π* HfL (0.45) π-π*

[H-1fL (0.57) nN-π*] [HfL (-0.31) π-π*]

S2 3.32(374) 0.940 HfL (0.61) π-π* S2 2.78(446) [2.73(454)]b 0.684 [0.988] H-1fL (0.49) nN-π* HfL (0.41) π-π*

[H-1fL (0.34) nN-π*] [HfL (0.52) π-π*]

S3 3.86(321) 0.063 H-2fL (0.68) π-π* S4 3.86(321) [3.83(324)]b 0.023 [0.025] H-3fL (0.68) π-π* [H-3fL (0.68) π-π*]

3 3-

S1 2.67(464) 0.048 H-2fL (0.61) nN-π* S1 2.55(486) 1.190 HfL (0.57) π-π*

S2 3.08(403) 0.694 HfL (0.61) π-π* S2 2.75(451) 0.115 H-1fL (0.65) nN-π*

S3 3.42(362) 0.138 H-1fL (0.64) π-π* S3 3.46(359) 0.035 H-2fL (0.68) π-π*

S5 4.47(278) 0.168 H-4fL(0.48) π-π*

4 4-

S1 2.65(467) 0.016 H-1fL (0.63) nN-π* S1 2.68(463) 0.404 H-1fL (0.54) nN-π*

S2 3.45(360) 0.972 HfL (0.62) π-π* S2 2.82(439) 0.921 HfL (0.49) π-π*

S3 4.03(308) 0.052 H-2fL (0.68) π-π* S4 3.97(313) 0.024 H-2fL (0.68) π-π*

5 5-

S1 2.64(469) 0.016 H-1fL (0.62) nN-π* S1 2.68(463) 0.314 H-1fL (0.57) nN-π*

S2 3.44(361) 0.909 HfL (0.62) π-π* S2 2.82(440) 0.959 HfL (0.53) π-π*

S3 3.83(324) 0.072 H-2fL (0.67) π-π* S5 4.17(297) 0.027 HfLþ1 (0.63) π-π*

S5 4.57(271) 0.198 H-4fL (0.65) π-π* S6 4.34(286) 0.075 HfLþ2 (0.58) π-π*

6 6-

S1 2.67(465) 0.022 H-1fL (0.58) nN-π* S1 2.58(480) 0.973 HfL (0.55) π-π*

S2 3.15(393) 0.583 HfL(0.63) π-π* S2 2.75(450) 0.232 H-1fL (0.61) nN-π*

S3 3.73(332) 0.418 H-2fL (0.61) π-π* S3 3.67(337) 0.154 H-2fL (0.67) π-π*

S5 4.56(271) 0.116 H-4fL (0.47) π-π* S5 3.95(314) 0.028 HfLþ1 (0.66) π-π*
aThe transitions energies, ΔE, for the most relevant transitions are given in eV (nm) with oscillator strengths, f, and main assignments (configuration
interaction coefficient). bValues in brackets obtained at the PCM-PBE0//PCM-PBE0 level of theory.

Figure 4. Experimental (top) and PCM-PBE0//PBE0 (bottom) spectra of neutral (solid) and anionic (dashed) compounds. The theoretical spectra
are convoluted with a Lorentzian function with a full width at half-maximum (fwhm) of 60 nm; the transitions are marked with vertical lines indicating
the corresponding singlet excited state.



1070 dx.doi.org/10.1021/ct1007235 |J. Chem. Theory Comput. 2011, 7, 1062–1072

Journal of Chemical Theory and Computation ARTICLE

both theoretically and experimentally in comparison to its
analogous S2 in the electron-donating compounds (2, 3) and
the unsubstituted compound 1 (Table 5). This blue-shift can be
attributed to the stabilization/destabilization of the HOMO/
LUMO pair of orbitals due to electronic effects. Also well
represented is the onset of the second band observed in the
spectrum of 5 (Figure 4d), which can be assigned to the S5 state,
located at 271 nmt, and corresponds to an excitation from a π
orbital localized on the phenyl ring (HOMO-4, in Figure 2) to
the π*azo orbital.
As with the electron donor derivatives (2- and 3-) and the

bare compound 1-, the HOMOfLUMO transition is respon-
sible for the electronic properties of 4- and 5-. Small blue-shifts
are observed with respect to 1-. As it was found in the other
HESAB compounds, the red-shifted bands of 4- and 5- are
more intense than the corresponding neutral ones. We note that
the theoretical values are very close to the experimental ones: the
theoretical absorption maxima in 5- are blue-shifted ca. 12 nmt

and in 4- ca. 1 nmt, with respect to the experiment (cf., Table 3).
The main band of 5-, peaking at 460 nme, is explained by the S1
and S2 states, which correspond to the nπ*azo and a ππ*
transition, respectively (see Table 5). Additionally, compound
5- also shows a weaker band at higher energies (292 nme), which
is theoretically well described by the S5 and S6 ππ* states (297
and 286 nmt). It is gratifying to see that in most of the cases, the
deviation from the experiment is below 0.1 eV. The maximum
discrepancy between theory and experiment is found in the
description of the main band of 3, with an error accounting to ca.
0.35 eV. These errors are in the upper limit of accuracy that can
be expected for this methodology.
In summary, when comparing the spectroscopic properties of

electron-donor and electron-withdrawing substituted HESABs
with 1/1-, we can state the following: First, there is a significant
red-shift of the main peaks of the anionic forms of the electron-
donor compounds with respect to 1- (compare 460 nme in 1-

with 499 and 525 nme in 2
- and 3-, respectively, in Table 2) due

to electronic effects, and although less striking, a small red-shift is
present in the main peak of the acid forms (see 361 nme in 1
versus 373 and 460 nme in 2 and 3). In electron-withdrawing
compounds, the trend is inverse; that is, the absorption of the
basic forms is slightly blue-shifted in comparison to 1- (compare
460 nme in 1

- with 444 and 460 nme in 4
- and 5-). The main

peaks of the acid forms are also slightly blue-shifted (see Table 2).
Despite being small, these differences are recovered by the DFT
calculations.
The spectra of the fluoromethoxy pair 6/6- (Figure 4e,j)

resemble those of 1/1- due to compensating electronic effects.

The peak of 6 located at 374 nme can be assigned to the S2 and S3
states, located at 393 and 332 nmt. The S2 state corresponds to
the usual HOMOfLUMO transition of ππ*azo character. The
S3 is also a ππ* transition, but starts from the HOMO-2 orbital,
which is mainly located in the phenol moiety (see Figure 2), as it
has been found in 1, 2, and 4. The spectrum of 6- peaks at
487 nme and it can be described by the S1 (480 nmt), which is the
ππ*azo transition and a non-negligible contribution of the S2
nπ*azo state.
Finally, we have considered it of interest to analyze the effect of

the pH and substitution pattern on the relative transition
intensities. In Table 6, we have calculated the ratio between
the heights of the anion and neutral main bands, using the
experimental and computed PCM-PBE0//PBE0 spectra. The
experimental values show that electron-donor species increases
this ratio, while electron-withdrawing groups leave this value
almost unchanged. It is gratifying to see that these trends are also
theoretically reproduced. Additionally, we have calculated the
ratio between the calculated oscillator strengths f of the strong
ππ* transitions underlying the peaks of the anion and neutral
spectra. The comparison of these ratios indicates the differences
in intensity with respect to the reference pair 1/1-. As we can
see, the trends for electron-donor (2/2- and 3/3-) and
electron-withdrawing (4/4- and 5/5-) substitution are main-
tained. The value obtained for the compounds 6/6- is not really
instructive because the spectrum is broad due to several transi-
tions, but for the sake of uniformity only one transition (S2) has
been taken into account.

5. CONCLUSIONS

In the present Article, the absorption spectra of substituted
2-hydroxyethylsulfonyl azobenzene (HESAB) pH indicator dyes
are reported and theoretically assigned with the help of quantum
chemical calculations. HESAB indicator dyes can be used for
optically monitoring pH in the range from 3 to 10 and can be
covalently linked to sensor layers exhibiting high chemical
stability, as we have recently reported.16 HESAB chemistry is
not just limited to absorbance spectroscopy but could also be
used to develop emission dyes. The absorbance spectra of all the
neutral and anionic counterparts are well separated; accordingly,
the color changes of HESAB dyes in going from acid to base form
(i.e protonated to deprotonated form) are from yellow to orange
or red, hence making feasible its use as pH indicator dyes.
Substitution of HESAB complexes by electron-donor and elec-
tron-withdrawingmoieties biases not only the pKa values but also
the spectroscopic properties of HESAB complexes. The differ-
ences of the spectroscopic features upon substitution as well as
between the anionic and neutral forms (measured under different
pH conditions) have been theoretically elucidated. The good
agreement between theory and experiment has been achieved
using the density functional protocol PCM-PBE0/PBE0, which
includes the solvent effect in the energies with a continuum
model but geometries optimized in gas phase. With this theore-
tical model, deviation from the experiment in the description of
the nπ* and ππ* states is below 0.1 eV. Inclusion of additional
solvent effects in the optimization of the geometries leads to
minor improvements on the transition energies. However,
because the geometries optimized in the presence of solvent
are more planar than those in gas phase, the intensities of the nπ*
transitions decrease substantially in comparison to that obtained
in gas phase. In the species studied here, this effect leads to a

Table 6. Experimental and PCM-PBE0//PBE0 Calculated
Ratios between the Heights of the Anion and Neutral Main
Bands of Compounds 1-6 and 1--6-, as well as the Ratio
between the Calculated Oscillator Strengths f of theMain ππ*
Transitions Underlying the Main Band of the Spectra

1-/1 2-/2 3-/3 4-/4 5-/5 6-/6

experimental 1.30 1.68 1.74 1.14 1.30 1.72

theoretical 1.21 1.36 1.67 1.24 1.26 1.80

f -(ππ*)/f(ππ*) 1.04 1.48a 1.71 0.95 1.06 1.67b

aObtained considering the sum of the oscillator strengths of S1 and S2 of
2-, because the ππ* and nπ* are strongly mixed (see Table 5).
bObtained considering only the oscillator strength of S2 of 6.
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worse agreement with the weak experimental nπ* bands, very
likely because temperature effects prevent the molecule from
remaining planar, as indicated by the low frequency modes
corresponding to the out-of-plane motion of the rings. Whether
inclusion of solvent effects in the geometries is necessary in other
cases needs to be cautiously evaluated for each particular case.

In general, from this study, the following conclusions are
extracted for the HESAB dyes:
(i) The spectroscopic state of all of the neutral and anionic

HESAB dyes here investigated is the ππ* transition. This
is then the state that determines the functionality of these
complexes as pH indicators, while the nπ* transitions are
much weaker or even dark.

(ii) In all of the HESAB dyes, a red-shift is observed upon
deprotonation. This effect can be trivially explained in
terms of the additional electrostatic repulsion between the
negative charge and the occupied orbitals, which are then
shifted to higher energies, thus leading to smaller occu-
pied-virtual gaps.

(iii) In the electron-donor compounds, both the neutral and
the anionic forms show peaks red-shifted with respect to
the unsubstituted compound. An inverse trend is ob-
served in the studied electron-withdrawing derivatives;
peaks are blue-shifted with respect to the unsubstituted
compound. These effects have been rationalized theore-
tically in terms of the stabilization/destabilization of the
orbital levels due to electronic effects upon substitution.
The consequences of substitution on the optical proper-
ties of the pH indicators are translated in a change of the
color pattern between the pair of complexes, for instance,
going from pale yellow to orange in 1/1- and from
yellow/orange to red in 3/3-.

(iv) In the compound where both electron-donor and -with-
drawing substituents are present, the spectrum resembles
very much that of the unsubstituted HESAB, due to
compensating electronic effects.

When planning the synthesis of new indicator dyes, one
important issue is the possible prediction of their future optical
properties. This is important when sensor dyes have to be made
spectrally compatible with cheap light sources (e.g., light emit-
ting diodes or laser diodes). Furthermore, well-separated absor-
bance spectra between acid and base form simplify the setup of
the optical sensor device and enhance the signal-to-noise ratio. In
the present work, a good correlation between calculated and
experimental absorbance spectra has been achieved, thus paving
the way for the dedicated design of new sensor dyes and sensor
devices.
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ABSTRACT:The conformational structures and UV�vis absorption electronic spectra of a class of derived anthocyanin molecules
(pyranoanthocyanins) have been investigated mainly by means of density functional (DFT) and time-dependent DFT methods.
Pyranoanthocyanins are natural pigments present in aged wines and absorb at shorter wavelengths (around 500 nm) than the parent
anthocyanin compounds, giving an orange-brown colored solution. The investigated molecules are derived from the reaction of
glycosylated malvidin, peonidin, and petunidin with enolizable molecules (acetaldehyde and pyruvic acid) and vinyl derivatives.
During wine storage, the concentration of pyranoanthocyanins increases with time, and analytical measurements (e.g., UV�vis
spectroscopy) can characterize aged wines by color analysis. The prediction of absorption electronic spectra from TDDFT results,
with the inclusion of water bulk solvation effects through the conductor-like polarizable continuum model, gives an absolute mean
deviation from experimental absorption maxima of 0.1 eV and a good reproduction of the spectra line shape over the visible range of
the spectrum. TDDFT calculated excitation energies agree with those obtained from ab initio multireference coupled cluster with
the resolution of identity approximation (RICC2) methods, calculated at DFT gas-phase geometries.

1. INTRODUCTION

Anthocyanins are naturally occurring pigments present in the
tissues of vascular plants, including leaves, flowers, fruits, and roots,
and belong to the general class of flavonoids compounds.1�4 They
are based on the flavilium ion or 2-phenylchromenylium with the
basic chemical structure, shown in Scheme 1, constituted by an
aromatic ring (A) fused to an oxygen-containing heteroaromatic
ring (C) and a third ring (B), which is connected to ringC through
a carbon�carbon single bond.5 The benzopyrilium ring (A and C
fused rings) assumes a rigid planar conformation, while the
substituted phenyl group (ring B) can freely rotate, giving rise to
different conformational energy minima. Side R groups in
Scheme 1 can be represented by hydrogen, hydroxyl, methoxy,
glucoside, and its derivatives, and their possible combination gives
a great number of different structures.2 Depending upon the
presence or not of the glycosyl moiety, anthocyanins are respec-
tively named anthocyanin glycosides or anthocyanidin aglycons.
They play an important biological role in plant metabolism, for
example, in the pollination, reproduction, or photoprotection of
the plants against high-energy UV solar radiation damage of plant
cells.6 This latter function is the basis of the antioxidant activity of
anthocyanins to scavenge free radicals produced by metabolism
and can also give benefits to human health for the prevention of
different diseases like cardiovascular illnesses, diabetes, or
tumors.7�9 An important feature of anthocyanins is that they are
responsible for fruit and flower colors, which differ according to
the nature of the anthocyanin pigments present, since visible
absorption maxima and intensity are strictly related to their
molecular structures.10�13 The color property of anthocyanins is
also employed in the food industry, where they are used as
vegetable colorants together with carotenoid pigments replacing
synthetic dyes.14

The molecular stability to degradation of pure anthocyanin
solutions depends on different factors such as the concentration,
pH variation, molecular structure, storage temperature, light,
complexation with metallic ions in solution, and oxygen.11,15,16

The analysis of these factors can be helpful in the food industry
for improving the stabilization of anthocyanins as food colorants.
The anthocyanin solution concentration, the pH variation, and
the presence of copigments and/or metallic ions also affect color
properties. In solution, anthocyanins exist in different equilibri-
um forms depending on pH values. In strong acidic aqueous
solutions (pH = 1�3), the predominant species present in
solution is the flavilium cation (Scheme 1), which gives a strong
red color. Increasing the pH between 2 and 4, the quinoidal
species, formed after proton abstraction from the hydroxyl
groups, are dominant with a bathochromic wavelength shift. At
a pH between 5 and 6, after water hydrolysis, the colorless
carbinol pseudobase and chalcone species appear in solution,
while at alkaline pH, anthocyanins tend to degrade depending on
the nature of the substituent R groups on the B ring. The larger
the number of methoxy or hydroxyl groups on the B ring, the less
stable the corresponding anthocyanidin is in neutral media. On
the other hand, anthocyanin glycosides are more stable since the
presence of the glycosyl moiety prevents the degradation
reaction.1,17 A class of anthocyanin-derived pigments or pyra-
noanthocyanins (Scheme 1), with different properties from
anthocyanins, was detected in red wine filtrates by Cameira
dos Santos et al. in 1996 and has attracted much attention in
recent years for its possible use in characterizing aged wines.18

Pyranoanthocyanins are more stable at different pH values with a
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hypsochromic shift of the absorption wavelengthmaxima λmax, in
comparison with the anthocyanin monoglucosides, and that
gives an orange-brown color to their solution.19 These com-
pounds are derived from the reaction of anthocyanins with low
molecular weight molecules as flavonols, pyruvic acid, and
4-vinylphenol; the cyclization that takes place between the
carbon at position 4 and the hydroxyl group at position 5
(Scheme 1) forms a fourth ring (ring D in Pe-3-glc pyruvic acid
of Scheme 1) or pyran ring.20,21 The stability of pyranoantho-
cyanins is due to the formation of the pyran ring that works as a
protective group against the nucleophilic addition of water,
avoiding the formation of the colorless carbinol pseudobase
and decolorization by bisulphite (SO2). The formation of
pyranoanthocyanins in model solutions has been found to be
fast and dependent on the initial concentrations of anthocyanins
and the reaction partners (e.g., acetaldehyde, pyruvic acid, and
other enolizable molecules) as well as on pH and temperature

conditions.22,23 Another important factor for their formation is
the storage time; in fact, in red wines, although absent in the
initial products, the concentration of pyranoanthocyanins in-
creases with time.24 The occurrence of pyranoanthocyanins was
investigated and detected also in fermented and unfermented
juices of black carrots, blood oranges, and strawberry fruits.25�27

The identification methods for anthocyanins and pyranoantho-
cyanins are based on high-performance liquid chromatography
combined with mass spectrometry and other spectroscopic
techniques like nuclear magnetic resonance and UV�vis
spectroscopy.28�33 The latter is an important analytical tool
giving both quantitative and qualitative information, like acid
constant determinations, with low cost.34,35 In recent years,
theoretical studies, both ab initio and semiempirical, have also
been done, in order to investigate different aspects of the
chemistry of anthocyanins and pyranoantocyanins.36�38 Density
functional methods (DFT), for example, have been used to

Scheme 1. Molecular Structures with Substituent (R) and Ring Labelling for Flavilium Cation (Upper Panel) and Investigated
Pyranoanthocyanins
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predict the stability of charge transfer complexes between
anthocyanins in the presence of copigment molecules (like
hydroxycinnamic acids, e.g., gallic or caffeic acid)39 or, in the
case of pyranoanthocyanins, to study the reaction mechanisms
responsible for the antioxidant activity.40,41 Theoretical studies
on UV�vis spectra of anthocyanins and pyranoanthocyanins
have also been done by using semiempirical methods (e.g.,
ZINDO) or the time-dependent DFT approach (TDDFT).42,44

In this paper, the electronic absorption spectra of pyranoantho-
cyanins, reported in Scheme 1, will be mainly investigated
by the TDDFT methodology, which has become, in the past
decade, a well assessed theoretical tool for the simulation of
the electronic spectra (absorption, fluorescence, and phos-
phorescence) of medium and large organic and transition metal
containing molecules.45 The coupled cluster with approximate
singles and doubles method and the resolution of identity
approximation (RICC2), a correlated and size-consistent meth-
od, will also be applied to pyranoanthocyanins as an ab initio
multiconfigurational reference approach.46 The main purpose of
this work is to theoretically characterize the electronic spectra
and find a possible structure�property correlation for the
pyranoanthocyanins in Scheme 1, together with a comparison
of the theoretical results with available experimental electronic
spectra.

2. COMPUTATIONAL METHODS

All calculations were carried out with the Turbomole software
package on a Quad-Core AMD Opteron processor (2.7 CPU
GHz with 62.9 GB memory).47 Structures were preoptimized at
the DFT theory level with the Becke�Perdew exchange-correla-
tion functional (PBE)48,49 and the resolution of identity approx-
imation (RIDFT module)50,51 avoiding the direct four-center
integral calculation. The double-ζ-quality SV(P) and corre-
sponding auxiliary basis sets, with polarization functions for C
and O atoms, were adopted during this step.52,53 The final
structure optimizations were done with the PBE0 free-parameter
hybrid functional,54 which adds a fixed fraction (1/4) of the
Hartree�Fock exact exchange energy to the PBE exchange-
correlation functional,55 and the SV(P) basis set. Optimized
stationary points were characterized as energy minima by vibra-
tional frequency calculations. An extensive basis set benchmark
has been performed on Peonidin-3-glucoside pyruvic acid, in
order to assess the basis set influence on the main excitation
energy (experimental maximum absorption at 2.47 eV). The
Ahlrichs double- [SV(P), SVP with polarization functions for
hydrogens]52 and triple-ζ basis sets (TZVP)56 give an excitation
energy of 2.30 eV (539 nm), for both SV(P) and SVP basis sets,
and 2.29 eV (540.5 nm) for the TZVP basis set. In the case of the
SV(P) basis set, the addition of s and p diffuse functions for
carbon and oxygen atoms yields a maximum absorption at 2.29
eV (541.5 nm). The use of correlation-consistent basis sets (cc-
pVDZ and cc-pVTZ) developed by Dunning57 gives values of
2.31 eV (535.8 nm) and 2.32 eV (534.5 nm), respectively. The
maximum absorption difference, between the SV(P) and the
more extended triple-ζ basis sets (TZVP and cc-pVTZ), is small
and within 0.02 eV (10 nm). On the basis of these results,
excitation energies were calculated on PBE0/SV(P) optimized
structures by means of the TDDFT method at the same level of
theory. This approach has been successfully applied for the predic-
tion of UV�vis electronic spectra of organic and metal-transition
containing systems, yielding an error within 0.3�0.4 eV.58�61

Bulk solvent effects were taken into account both on geometries
and excitation energies by means of the conductor-like polariz-
able continuum model (CPCM)62,63 by setting the dielectric
constant ε to 78.39 in order to simulate an aqueous medium,
since pyranoanthocyanins are water-soluble. For the cavity
construction on each atom, default parameters (solvent radius
and optimized atomic radii) as defined in the COSMO module
were chosen. The band shapes of the electronic spectra were
reproduced, using the SWizard program,64 by a sum of Gaussian
functions centered on each excitation energy according to the
formula

εðωÞ ¼ 2:174� 108∑
I

fI
Δ1=2

exp �2:733
ðω�ωIÞ2

Δ1=2

 !
ð1Þ

where molar absorbance ε is given inM�1 cm�1 units andωI and
fI are, respectively, the excitation energies and oscillator strengths
for each allowed electronic transition. The sum in eq 1 is such
that the total integrated intensity under the absorption profile is
equal to the sum of the oscillator strengths fI. A constant half-
height bandwidth Δ1/2 of 0.3 eV has been chosen in order to
match the corresponding experimental spectra. The lowest 30
excitation energies were included in the spectra simulation. For a
theoretical comparison with TDDFT excitation energies, also the
RICC2 model has been applied at gas-phase optimized DFT
geometries, with the frozen orbital space option.65 Moreover, in
order to make computationally feasible the RICC2 calculations,
the SV(P) basis set has been employed through all of the
calculations. In fact, as found for the TDDFT basis set bench-
mark, the use of larger basis sets results in little improvment in
the accuracy of the main excitation energy. For the Pn-3-glc
pyruvic acid derivative, the use of TZVP and correlation-con-
sistent basis sets (cc-pVDZ, cc-pVTZ, and aug-cc-pVDZ) yields
the main excitation energy at 2.33 eV [SV(P), SVP, cc-pVDZ]
and 2.37 eV (TZVP, cc-pVTZ, and aug-cc-pVDZ). Optimized
Cartesian coordinates for all molecular structures (in water) are
included in the Supporting Information (pp S2�S13).

3. RESULTS AND DISCUSSION

3.1. Conformational Structures. The investigated pyra-
noanthocyanins reported in Scheme 1 are structurally derived
from the condensation reaction of organic molecules with three
kinds of glycosylated anthocyanins: malvidin- (R30 = R50 =
OCH3), peonidin- (R30 = OCH3, R50 = H), and petunidin-3-
glucosides (R30 = OCH3, R50 = OH), abbreviated in the text
respectively as Mv-, Pe-, and Pt-3-glc (see Scheme 1). When the
reaction occurs between pyruvic acid and Pn-, Pt-, and Mv-3-glc,
the products are the two pyruvic derivatives and Vitisin A,
whereas the reaction of Mv-3-glc with acetaldehyde gives the
pyranoanthocyanin derivative named Vitisin B. The main struc-
tural difference among them is represented by the side ring C
substituent groups at positions 30 and 50 and in the case of Vitisin
B by the presence of the hydrogen atom at position 120 in place of
the carboxylic group. A different structure modification can be
obtained from the reaction of anthocyanins with vinylphenol,
vinylcathecol, and vinylguaiacol, which causes an elongation of
the molecular system at position 120. The reaction between Mv-
and Pt-3-glc with 4-vinylphenol gives, respectively, Pigment A
and Pt-3-glucoside-4-vinylphenol derivatives, while Pinotin A
andMv-3-glc-vinylguaiacol come from the reaction betweenMv-
3-glc and vinylcathecol and vinylguaiacol molecules, respectively
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(Scheme 1). For all studied pyranoanthocyanins, only the red
flavilium cation was taken into account for molecular properties
calculations. In fact, pyranoanthocyanins are less sensitive to pH
increases with respect to anthocyanins, so for example at wine pH
(about 3.6), the dominant contributing molecular structure, in
solution equilibrium, can be considered the flavilium cation. Like
anthocyanins, pyranoanthocyanins can coexist in solution in
different conformational structures because of the free rotation
around carbon�carbon single bonds. In particular, three main
conformational degrees can be identified: (a) the rotation of ring
B around the carbon�carbon single bond that connects it to ring
C (torsional angle R in Figure 1), (b) the rotation around the
bond connecting the carbon atom at position 12 of Scheme 1 to
carboxylic (angle β in Pn-3-, Pt-3-glc derivatives and Vitisin B in
Figure 1) and substituted phenyl groups (angle γ in Pigment A
and the analogous parameter in vinyl derivatives in Figure 1), and
(c) the free rotation of hydroxyl and methoxy groups attached at
different ring positions (A�D rings in Scheme 1) and a sugar
moiety, which can form intramolecular stabilizing hydrogen
bonds. The sugar moiety has been chosen as in the β-D-
glucopyranose conformation, having the hydroxymethyl group
oriented in the equatorial (gauche) position, which is the most

abundant anomeric form in water.66,67 The optimized structures
of the most stable conformers for each pyranoanthocyanin are
shown in Figure 1, while that of the less stable conformers and
the relative energy (kcal/mol) with respect to the most stable
conformer are reported in the Supporting Information (pp
S14�S16).
The energetic differences are within 10 kcal/mol and are in

some cases negligible. The driving force that stabilizes the
structures in Figure 1, or in general each conformer to the less
stable one, can be attributed to the number of hydrogen bonds
formed. The value of the dihedral angle R is due to a delicate
balance between the degree of electronic delocalization (through
ring B and the rest of the molecule) and the nature of the
interactions of ring B hydrogens with the glycosyl group. For
malvidin-based pyranoanthocyanins (e.g., Vitisin-A and Pigment
A), the methyl groups on ring C are oriented in opposite
directions, so the main conformational variable is represented
by the group orientation at position 120 (carboxylic or vinyl
derivatives). Pyruvic acid adducts and Vitisin-B have the C ring
rotated by about 20� (dihedral angle R in Figure 1) and the
carboxylic group rotated by about 15�17� (dihedral angle β in
part A). The oxygen atom forms a hydrogen bond with a length
between 1.8 and 1.9 Å (interaction B in Figure 1). For Vitisin B,
the absence of the carboxylic group reduces the sterical interac-
tion between the sugar moiety and ring C, and as a consequence,
there is a decrease in angle R (about 9�). A weaker interaction
(about 2.4 Å) exists between the methyl group oxygen on the C
ring and the sugar hydroxyl group (A interaction in Figure 1). For
vinyl derivatives (Pigment A, Pinotin A, Mv-3-glc, and Pt-3-glc
derivatives), angle R is similar to that found for pyruvic and
acetaldehyde adducts, and it ranges between 16 and 20�. The
torsional angle γ (see Pigment A and other vinyl derivatives in
Figure 1) that describes the mutual rotation between ring D and
substituted phenyl is small for Pigment A and Pt-3-glc-4-vinyl-
phenol (respectively about 4 and 6�). For these two molecules,
the phenyl group has one hydroxyl substituent at the para
position that does not interact, through a hydrogen bond, with
the glycoside moiety. The most stable conformers of Pinotin A
and Mv-3-glc-4-vinylguaiacol are characterized by a dihedral
angle γ of 12 and 19�, respectively. The increased γ rotation is
mainly due to the formation of hydrogen bonding between the
methoxy (for Pinotin A) and hydroxyl (for Mv-3-glc-4-
vinylguaiacol) substituents at position 300 and the �CH2OH
(hydroxymethyl) group on the glycoside moiety.
3.2. Electronic Spectra. The TDDFT results, regarding in

vacuo and water (CPCM model) excitation energies (in eV
and nm units), transition configurations, and oscillator strengths,
have been collected in Tables 1 and 2. In particular, in Table 1,
pyruvic and acetaldehyde anthocyanin derivatives are grouped
together, whereas in Table 2, the results obtained for the vinyl
derivatives that possess a structure elongation at position 12 of
ring D (see Scheme 1) are shown. For all three pyruvic and
acetaldehyde adducts in Table 1, the most intense signal is given
by a HOMO to LUMO transition (πf π* with charge transfer
character, see Figure 2), with oscillator strengths f between about
0.3 and 0.4. For Vitisin A, in the visible region, there are two in
vacuo excitation energies with comparable strengths: the first at
573 nm (f = 0.2347) and the second at 506 nm (f = 0.2834). In
this case, the convoluted simulated spectrum gives the maximum
absorption band centered at 529 nm. In the same way, for Vitisin
B, the maximum absorption wavelength (λmax) is at 488 nm,
which is lower by 10 nm than the first excitation energy (2.49 eV,

Figure 1. Pyranoanthocyanin global minimum structures.
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Table 1. Calculated Excitation Energies ΔE (eV, nm), Main Configuration (Percentage Contribution in Parentheses), and
Oscillator Strengths f (in vacuo and Water), for Peonidin- and Petunidin-3-Glucoside Pyruvic Acids (Pn-3-glc and Pt-3-glc der.),
Vitisin A, and Vitisin Ba

TDDFTb

vacuum c-pcm (water)

molecule state ΔE (eV,nm) f configuration ΔE (eV,nm) f exptl.

Pn-3-glc der. 1 1A 2.30, 539 0.2971 H f L (94.5) 2.45, 506 0.3063 2.47, 503c

2 1A 2.81, 442 0.1970 H-1 f L (93.8) 2.85, 435 0.1235

3 1A 2.89, 429 0.0350 H-2 f L (97.3) 3.16, 392 0.0654

Pt-3-glc der. 1 1A 2.27, 547 0.0084 H-1 f L (96.6) 2.47, 503 0.4195 2.45, 507c

2 1A 2.35, 527 0.4737 Hf L (95.5) 2.52, 492 0.0486

3 1A 2.87, 432 0.0116 H-2 f L (86.4) 2.95, 421 0.0138

Vitisin A 1 1A 2.16, 573 0.2347 H f L (78.3) 2.40, 518 0.3892 2.45, 507 c;

H-1 f L (20.6) 2.44, 509d

2 1A 2.45, 506 0.2834 H-1 f L (78.3) 2.58, 480 0.0802

H f L (19.9)

3 1A 2.87, 432 0.0069 H-2 f L (98.0) 2.95, 420 0.0155

Vitisin B 1 1A 2.49, 498 0.3616 H f L (80.3) 2.71, 458 0.5473 2.53, 491e

H-1 f L (18.2)

2 1A 2.72, 456 0.2660 H-1 f L (81.8) 2.93, 423 0.0337

H f L (17.5)

3 1A 3.24, 383 0.0112 H-2 f L (94.7) 3.22, 385 0.0072

MAD f 0.08 0.06
a Experimental absorption maxima (eV, nm) are also given for comparison. bTD-PBE0/SV(P)//PBE0/SV(P) level of theory. c See ref 30. d See ref 31.
e See ref 33. fAbsolute mean deviation MAD (eV) for the maximum absorption band in vacuo and water (CPCM model).

Table 2. Calculated Excitation Energies ΔE (eV, nm), Main Configuration (Percentage Contribution in Parentheses), and
Oscillator Strengths f (in vacuo and water), for Pigment A, Pinotin A, Mv-3-glc-vinylguaiacol, and Pt-3-glc-4-vinylphenola

TDDFTb

vacuum c-pcm (water)

molecule state ΔE (eV, nm) f configuration ΔE (eV, nm) f exptl.

Pigment A 1 1A 2.42, 513 0.7028 HfL (97.5) 2.60, 477 0.7512 2.47, 503;c, d

2.46, 504e

2 1A 2.75, 452 0.0976 H-1fL (92.7) 2.98, 417 0.0385

3 1A 3.07, 403 0.3578 H-1fL (92.7) 3.10, 400 0.2467

H-2fL (87.8)

Pinotin A 1 1A 2.44, 509 0.8389 HfL(98.4) 2.63, 471 0.8232 2.42, 512;c

2.44, 509e

2 1A 2.73, 455 0.1262 H-1fL (87.3) 2.85, 436 0.0722

3 1A 2.84, 436 0.0291 H-2fL (89.2) 3.15, 393 0.0221

Mv-3-glc- vinylguaiacol 1 1A 2.41, 514 0.8119 HfL (97.7) 2.58, 480 0.8358 2.42, 512c

2 1A 2.73, 455 0.1492 H-1fL (57.9) 2.87, 433 0.1184

H-2fL (40.4)

3 1A 2.82, 439 0.0636 H-2fL (57.4) 2.98, 416 0.0098

H-1fL (38.9)

Pt-glc-4-vinylphenol 1 1A 2.52, 492 0.7310 HfL (95.4) 2.65, 467 0.7964 2.47, 503c

2 1A 2.71, 458 0.1245 H-1fL (94.2) 2.93, 423 0.0109

3 1A 3.08, 402 0.2923 H-2fL (92.4) 3.11, 399 0.2396

MADf 0.005 0.17
a Experimental absorption maxima (eV, nm) are also given for comparison. bTD-PBE0/SV(P)//PBE0/SV(P) level of theory. c See ref 30. d See ref 31.
e See ref 33. fAbsolute mean deviation MAD (eV) for the maximum absorption band in vacuo and water (CPCM model).
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498 nm). For the other two molecules in Table 1 (Pn- and Pt-3-
glc pyruvic adducts), the absorption maxima can be identified by
their most intense transition (respectively at 539 and 527 nm).
The inclusion of bulk solvation effects, through the CPCM
model, lowers the absorption maxima and slightly intensifies
the transition strengths, giving a better agreement with the
experimental λmax. Moreover, for Vitisin-type molecules, the
second excitation energies, as obtained from gas-phase calcula-
tions, become less intense (f ∼ 0.03�0.08), and the main
electronic band is mainly described by the first excitation energy.
For in vacuo and water solution calculations, the absorption
maxima roughly correlate with the HOMO�LUMO DFT en-
ergy gap (EHfL). For example, for Vitisin-A, λmax is slightly
greater (about 15 nm) than those of the Pn- and Pt-3-glc pyruvic
derivatives, and its EHfL is decreased. In a similar way, Vitisin-B
shows the lowest absorption maximum, among the compounds
in Table 1, and the greatest EHfL value (in water 3.06 eV).
Frontier molecular orbital energies (in vacuo and water) for all of
the investigated compounds are reported in the Supporting
Information (pp S17�S18).
The calculated λmax for pyruvic adducts does not strictly follow

the experimental trend. The reason could be that the experi-
mental values, as reported in Table 1, cover a small wavelength
range (503�507 nm), while the TDDFT error, as found also for
other classes of organic molecules, is generally within 0.3 eV or, in
wavelength units, 1 or 2 orders of magnitude greater than the
experimental difference.56 The only case in which we can make a
clear correlation between wavelength absorption maxima and
molecular structure is Vitisin-B. This molecule, unlike pyruvic
adducts, lacks the carboxylic group at position 12 of ring D that
increases the electronic delocalization and consequently the
molecule λmax. For Vitisin B, the calculated λmax decreases with
respect to the other pyruvic acid adducts in agreement with the
experimental trend. A rational explanation for the λmax bath-
ochromic shift of pyruvic acid derivatives with respect to Vitisin B
can be derived from the energy and wave function analysis of the
frontier molecular orbitals. The decreasing of the HOMO�LU-
MO energy gap ΔEH�L for Pn-3- and Pt-3-glc pyruvic acid
adducts and Vitisin-A (gas-phase ΔEH�L= 2.69, 2.63, and 2.50
eV, see Table S1 in the Supporting Information) in comparison
to that of Vitisin-B (ΔEH�L = 2.79 eV) is due to a greater LUMO
energy stabilization. For example, the gas-phase HOMO’s mo-
lecular energy difference between Pn-3-glc pyruvic acid and
Vitisin-B is 0.43 eV (in water 0.22 eV) and lower than the
LUMO’s corresponding value of 0.53 eV (in water 0.39 eV).
Similar results are found for Pt-3-glc pyruvic acid adducts and
Vitisin-A in comparison to Vitisin-B with a better LUMO energy

stabilization. Themolecular orbital composition analysis can help
in the identification of which molecular structural factors cause the
LUMOenergy stabilization. For that purpose, theMulliken electron
population analysis procedure was followed for calculating the
percentage weight of each atomic orbital to the HOMO and
LUMO DFT orbitals.68,69 The molecular structures of Vitisin-B
and pyruvic acid derivatives have been considered as composed by
fourmainmolecular fragments: the central molecular core (fused A,
C, and D rings), ring B, glycosyl, and, in the case of pyruvic acid
derivatives, carboxylic groups. In this way, the electron density is
partitioned according to the molecular fragment weight composi-
tion. The central fused ring (A, C, and D) fragment accounts for
about 20% of the total electron density in the HOMO wave
function composition. Themost important percentage contribution
comes from ring B (77�80), while the glycosyl and the carboxylic
groups make a negligible contribution. On the other hand, for the
LUMO orbital composition, ring B contributes 15�21% and fused
rings A, C, and D 15�17%, and an important contribution is
derived from the carboxylic group (9%), which is absent in the case
of the Vitisin-B molecule. These results can explain the important
role of carboxylic substituent groups in the LUMO energy stabiliza-
tion and consequently thewavelength bathochromic shift in pyruvic
acid derivatives with respect to Vitisin-B.
The influence of the conformational equilibria on the UV�vis

spectra has been analyzed for the case of Pn-3-glc pyruvic
derivative in the gas phase. The rotation around the dihedral
angleR (see Figure 1) for that compound can give rise to another
minima conformer (see Supporting Information, p S14) with a
small energy difference in comparison to the more stable
structure, shown in Figure 1 (ΔE = 1.1 kcal/mol). Neglecting
in a first approximation the presence of other conformers, and
applying the Boltzmann distribution formula at room tempera-
ture to the two conformers, we find that the resulting statistically
weighted λmax over the relative populations is about 536 nm. This
value is almost identical to the in vacuo value of 539 nm (see
Table 1). In a water solution, the energetic difference between
the two conformers is lower (0.02 kcal/mol). Also in this case,
the weighted λmax (502 nm) is very close to the corresponding
value calculated for the most stable conformer (λmax = 506 nm).
For that reason, the calculation of the electronic spectrum of the
most stable conformer has been assumed as a valid approxima-
tion for the spectra of the molecule weighted in all possible
energy minima conformations. The mean absolute deviations
(MAD) for the most intense transition in vacuo and in a water
solution, as extrapolated from the spectra simulation, are respec-
tively 0.08 and 0.06 eV, showing an overall good agreement
between experimental and calculated excitation energy in the
visible region. In particular, the inclusion of solvent effects on
wavelength maxima improves the quality of the results. The
simulated electronic spectra in a water medium, for all com-
pounds in Table 1, are shown in Figure 3 (left part) along with
the experimental spectrum of Vitisin A that consists of an intense
band in the visible region and other bands in the ultraviolet (UV)
part of the spectrum. The calculated line shape of the spectrum
also reproduces qualitatively the minor UV peaks (λ < 400 nm).
For the vinyl derivatives reported in Table 2, the experimental

wavelengthmaxima range between 503 nm (Pigment A and Pt-3-
glc-vinylphenol) and 512 nm (Mv-3-glc-vinylguaicol), while in
vacuo calculated values are between 509 (Pinotin A) and 520 nm
(Pt-3-glc-vinylphenol). In solution, the theoretical λmax values
are lowered and range between 471 and 486 nm. The MAD for
this group of compounds, calculated for the in vacuomost intense

Figure 2. Isodensity molecular orbital plots (isodensity value of 0.03
au) of the HOMO and LUMO for the Pn-3-glc pyruvic acid derivative.
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excitation energy is 0.005 eV, whereas in a water solution the
deviation is higher (0.17 eV). In Figure 2 (upper right part) is
shown the experimental spectrum of Pigment A, which, apart
from the main peak at 503 nm, has a broad minor peak centered
at 423 nm. This electronic band corresponds to the third
calculated excitation energy at 400 nm (f = 0.2467), which in
the convoluted spectrum in Figure 2 is centered at 397 nm,
showing good agreement with the experimental band. The final
MAD for the eight pyranoanthocyanins is 0.04 eV in vacuo and
0.11 eV in water. The results obtained from in vacuo RICC2
calculations are reported in Tables 3 and 4. In addition to the
TDDFT data types given in Tables 1 and 2 (e.g., excitation
energies, configurations, and oscillator strengths), the percentage

contribution of singles substitution (T1) is also indicated, which
gives the quality of the RICC2 excitation energies, in compar-
ison to a full configuration interaction treatment. In this case,T1

values are all between 84% and 87%; this means that electronic
transitions have a small double character contribution. For
pyruvic and acetaldehyde derivatives (Table 3), the experimen-
tal wavelength maxima increasing order (from Pn-3-glc to
Vitisin B) is qualitatively reproduced with an absolute mean
deviation of 0.17 eV, which is greater than that found for the
vinyl derivatives (0.07 eV). The MAD for all investigated
systems as obtained from RICC2 gives a value of 0.12 eV that
is comparable to the corresponding values for water solution
TDDFT calculations.

Figure 3. Simulated convoluted and stick electronic spectra in water of studied pyranoanthocyanins in Scheme 1 (absorption wavelength vs oscillator
strength and molar absorptivity). On the left: Pn-3-glc pyruvic acid (black), Pt-3-glc pyruvic acid (red), Vitisin-A (green), and Vitisin-B (blue). On the
right: Pigment A (black), Pinotin A (red), Mv-3-glc-vinylguaiacol (green), and Pt-3-glc-4-vinylphenol (blue). Experimental spectra of Vitisin-A (upper
left part) and pigment A (upper right part) as taken from ref 30 are also reproduced.

Table 3. Calculated (RICC2) Excitation Energies ΔE (eV, nm), Main Configuration (Percentage Contribution in Parentheses),
Singles Excitation Contribution T1 (%), and Oscillator Strengths f for Peonidin-and Petunidin-3-Glucoside Pyruvic Acids (Pn-3-
glc and Pt-3-glc der.), Vitisin A, and Vitisin Ba

RICC2b

molecule state ΔE (eV, nm) configuration f T1 exptl.

Pn-3-glc der. 1 1A 2.37, 524.1 HfL (93.8) 0.6704 85.7 2.47, 503c

2 1A 2.97, 417.6 H-1fL (65.9) H-2fL (28.1) 0.0946 86.6

3 1A 3.34, 371.3 H-2fL (64.3) H-1fL (23.4) 0.0683 86.0

Pt-3-glc der. 1 1A 2.33, 533.1 HfL (93.4) 0.7526 86.2 2.45, 507c

2 1A 2.64, 469.4 H-1fL (91.9) 0.1970 85.7

3 1A 3.05, 406.2 H-2fL (91.9) 0.0196 86.0

Vitisin A 1 1A 2.15, 575.6 HfL (92.4) 0.7029 84.7 2.43, 511d

2 1A 2.67, 464.2 H-1fL (89.8) 0.1174 85.5

3 1A 3.10, 399.8 H-2fL (91.7) 0.0178 86.4

Vitisin B 1 1A 2.36, 524.6 HfL (94.1) 0.8054 85.4 2.53, 491e

2 1A 2.93, 423.2 H-1fL (90.1) 0.0602 85.9

3 1A 3.26, 380.6 H-2fL (90.3) 0.0065 86.4

MAD f 0.17
a Experimental absorption maxima (eV, nm) are also given for comparison. bRICC2/SV(P)//PBE(0)/SV(P) level of theory. c See ref 30. d See ref 31.
e See ref 33. fAbsolute mean deviation MAD (eV) for the in vacuo maximum absorption band.
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4. CONCLUSIONS

The theoretical electronic spectra of a group of anthocya-
nin-derived pigments have been computed by means of
TDDFT and RICC2 methods. A preliminary conformational
analysis was performed over all of the investigated pyra-
noanthocyanins in order to identify the most stable conformer
within each. As for anthocyanins, the simultaneous rotation of
ring C and substituents at position 120 of ring D (Figure 1)
around carbon�carbon single bonds gives rise to several
energy minima. Steric and intramolecular hydrogen bond
factors can rationalize the relative energy stability of each
conformer, whose difference is within 10 kcal/mol of the most
stable conformer taken as an absolute energy minimum
reference.

Calculated TDDFT excitation energies both in vacuo and in
a water solution (CPCM model) showed mean absolute
deviations of 0.04 and 0.11 eV, respectively. The latter value
is comparable with that of the more refined RICC2 method,
which gives MAD equal to 0.12 eV. Wavelength maxima
absorption shifts due to molecular structural differences have
been theoretically predicted between piruvic and acetaldehyde
acid adducts. In particular, the presence of the electron-with-
drawing carboxylic group attached on ring D for Pn-, Pt-, and
Mv-3-glc derivatives causes, in accordance with the experi-
mental findings, a bathochromic wavelength shift with respect
to Vitisin B, due to the lowering of the HOMO�LUMO
energy gap. However, the small differences between pya-
noanthocyanin experimental wavelength maxima do not allow
one to correctly predict, for all the sets of molecules at the
TDDFT level, the λmax experimental changes according to the
molecular structure differences. The Gaussian convolution of
the excitation energies and oscillator strengths, for the solution
simulation of the electronic spectra profile over the UV�vi-
sible part of the spectrum, gives a qualitatively good agreement
with the experimental absorption line shape profiles as shown
in Figure 3 for the cases of Vitisin-A and Mv-3-glv
vinylguaiacol.
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ABSTRACT: The resonance Raman (RR) intensities of o-nitrophenol (oNP) were investigated theoretically with the aim of
assessing the accuracy of excited state gradients calculated with DFT and CC2 approaches. It is found that the B3LYP and B2PLYP
exchange-correlation (XC) functionals provide the best estimate of the ground state properties, while the other considered
approaches present significantly less accurate vibrational frequencies and normal coordinates. Then, it is demonstrated that the use
of the B3LYP force field for the ground state properties, in association with XC functionals including a large amount of HF exchange
(M06-2X) or including long-range corrections (CAM-B3LYP and ωB97X) for the excited state gradient calculations, provides the
most accurate RR spectra. Moreover, it is found that the RR intensities calculated with the best XC functionals show comparable
accuracy to the results obtained with CC2 calculations. Finally, it is seen that the accuracy of the excited state gradients does not
correlate with the accuracy of the excitation energies and oscillator strengths, for which XC functionals with a lesser amount of HF
exchange (B3LYP, M06, and HSE06) provide more accurate results in the case of oNP. This indicates that the assessment of excited
state gradients via the calculation of RR intensities, can provide additional information about the performance of quantum chemistry
approaches in predicting excited state properties.

1. INTRODUCTION

The calculation of excited state properties for large molecules
remains a challenge in quantum chemistry. Therefore, several
studies have assessed the accuracy of time-dependent density
functional theory (TDDFT) and of wave function based meth-
ods to calculate excitation energies of singlet and triplet excited
states.1�6 The oscillator strengths associated with transitions
between singlet states were also investigated in some works.7,8

However, much less is known about the accuracy of currently
used quantum chemistry methods concerning the estimation of
excited state gradients. Because excited state gradients are
fundamentally important for a correct evaluation of excited state
geometries and potential energy surfaces and for the subsequent
treatment of excited state dynamics, a better knowledge of the
performance of standard computational approaches is highly
desirable.

An evaluation of the gradients can in principle be obtained
from the calculated excited state geometries. However, this
quantity is hard to evaluate, because experimental excited state
geometries are usually not available. Nevertheless, a comparison
can be made between experimental results and the calculated
0�0 excitations as well as with the simulated vibronic structure of
the absorption spectrum, which can be obtained from a calcula-
tion of the Franck�Condon (FC) factors.9�12 For example,
Dierksen and Grimme12 found that the vibronic structure of a
series of large compounds is better reproduced with exchange-
correlation (XC) functionals incorporating about 30�40%
Hartree�Fock (HF) exchange.However, such a comparison hardly
allows an estimation of the calculated geometrical displacements
along the individual coordinates, due to the usually limited
resolution of the vibronic structure in the experimental spectra.
On the other hand, resonance Raman (RR) spectroscopy13�15

provides the possibility to assess the excited state gradients

separately, i.e., along each vibrational coordinate. Indeed, within
the so-called short-time approximation16 (STA), the RR inten-
sities are directly related to the excited state gradients evaluated at
the FC point. In this respect, the calculation of RR intensities and
their comparison with experimental data offers an opportunity to
gain more knowledge about the ability of standard quantum
chemistry methods to determine excited state gradients.

This study initiates such an investigation by considering the
prototype molecule of o-nitrophenol (oNP) (Figure 1). The RR
spectrum of this compound was already investigated experimen-
tally by Wang et al.17 in a cyclohexane solution, and it was shown
to present a rich pattern of 15 RR active vibrations. The RR
measurements were performed in resonance with the first
absorption band, which is associated with the first singlet excited
state. First, this experimental band displays a large broadening
with no resolved vibronic structure. Second, the measured RR
spectra at excitation wavelengths of 355 and 369 nm show small
differences in their relative RR intensities. These facts indicate
that the use of the STA for the evaluation of the relative RR
intensities is adequate in this case. Thus, the purpose of this
contribution is to assess the accuracy of several XC functionals
within the framework of TDDFT calculations as well as of the
second-order approximate coupled cluster singles and doubles18

(CC2) methods. These computational approaches are widely
applied for determining excited state properties, mostly due to
their good compromise between accuracy and computational
cost. Therefore, an initial investigation of their performance is
useful before a larger set of systems is considered.

The paper is organized as follows. Section 2 describes the
employed approximations and computational methods. Section
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3.1 provides the assignment of the oNP vibrational frequencies,
which is required before the RR spectra can be assessed. The
vertical excitation energies and oscillator strengths are presented
in section 3.2. Then, the accuracy of the considered theoretical
methods for the evaluation of RR intensities is discussed in
section 3.3, and conclusions are given in section 4.

2. COMPUTATIONAL METHODS

The geometry, harmonic vibrational frequencies, and normal
coordinates of the ground state were obtained with the Gaussian
09 program19 by means of density functional theory (DFT) and
second-order Møller�Plesset20 (MP2) calculations. The DFT
calculations were performed with the BLYP,21,22 B3LYP,23,22

HSE0624 (HSEh1PBE), CAM-B3LYP,25 M06-2X,26 ωB97X,27

and B2PLYP28 XC functionals in association with the 6-311þ
þG(2df,p) basis set. To correct for the lack of anharmonicity and
the approximate treatment of electron correlation,29 the harmo-
nic frequencies obtained with the B3LYP, B2PLYP, HSE06,
MP2, CAM-B3LYP, M06-2X, and ωB97X force fields were
scaled by factors of 0.98, 0.98, 0.96, 0.96, 0.95, 0.95, and 0.95,
respectively. Additionally, the effects of the solvent cyclohexane
(ε = 2.0165) on the ground state properties were taken into
account by the integral equation formalism of the polarizable
continuum model30 (IEFPCM).

The vertical excitation energies, oscillator strengths, and
analytical Cartesian energy derivatives of the excited states
(gradients) were obtained from TDDFT calculations employing
the 6-311þþG(2df,p) basis set. The TDDFT calculations were
performed by using the same XC functionals as for the ground
state properties. Moreover, the excited state properties were also
determined with all previously mentioned XC functionals in
addition toM06,26 B3LYP-35,31 BMK,32 andωB9727 by employ-
ing the B3LYP and B2PLYP ground state geometries, frequen-
cies, and normal coordinates. The effects of the solvent were
approximated with the IEFPCM model, and the nonequilibrium
procedure of solvation was used for the computation of the
excitation energies and excited state gradients.

The excitation energies, oscillator strengths, and gradients of
the excited states were also evaluated with the second-order
approximate coupled cluster singles and doubles18 (CC2) and
spin-component scaled CC25 (SCS-CC2) approaches. These
calculations were performed with the RICC2 module33,34 of the
TURBOMOLE 6.2 program,35 thus making use of the resolution
of the identity approximation. The def2-QZVPP basis set36 and
its associated auxiliary basis set were employed for all (SCS)-
CC2 calculations. Moreover, SCS-CC2 computations made use
of scale parameters5 for the opposite-spin and same-spin com-
ponents equal to cos = 6/5 and css = 1/3, respectively. All (SCS)-
CC2 calculations were performed in a vacuum using the B3LYP,
B2PLYP, and MP2 ground state geometries obtained with the
Gaussian 09 program.

The relative RR intensities were obtained within the short-
time approximation.16 In the STA, the RR intensity for a
fundamental transition 0f1l can be obtained from the partial
derivatives of the excited state electronic energy (Ee) along the
lth normal coordinate (Ql) evaluated at the ground state
equilibrium geometry:

I0 f 1l �
1
ωl

DEe

DQl

� �2

0

ð1Þ

where ωl is the frequency of the lth normal mode. These
gradients were obtained from the analytical derivatives of the
excited state electronic energy (Ee) along the nonmass-weighted
Cartesian coordinates according to the relation

DEe

DQ

� �
0

¼ LTM�1=2 DEe

Dx

� �
0

ð2Þ

where M is the matrix containing the atomic masses, L is the
orthogonal matrix obtained from the solution of the ground state
normal mode eigenvalue problem and connects the mass-
weighted Cartesian coordinates to the mass-weighted normal
coordinates, and (∂Ee/∂Q)0 and (∂Ee/∂x)0 are column vectors
containing the derivatives along the normal coordinates and
Cartesian coordinates, respectively.

Finally, the relative nonresonant Raman intensities at the
standard excitation wavelength of 1064 nm were obtained
according to the relation

I0 f 1l � ωLðωL �ωlÞ3ð45a2l þ 7γ2l Þ ð3Þ
where al

2 and γl
2 are invariants for randomly oriented

molecules37,15 evaluated from the analytical derivatives of the

Figure 1. Structure of o-nitrophenol and molecular orbitals involved in
the dominant excited state (B3LYP).

Figure 2. Nuclear displacements of several vibrational normal modes of
o-nitrophenol calculated at the B3LYP/6-311þþG(2df,p) level of
approximation.
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polarizability tensor along the normal coordinates (∂Rij/∂Ql)0.
These derivatives were obtained from the B3LYP ground state
vibrational frequency calculation performed with Gaussian 09.

3. RESULTS AND DISCUSSION

3.1. Assignment of the o-Nitrophenol Vibrational Fre-
quencies.To assess the accuracy of the calculated RR intensities
and therefore the excited state gradients, it is first necessary to
assign unambiguously the experimental frequencies to the the-
oretical vibrational modes (Figure 2). Assignments of the oNP
vibrations were already reported in the literature38,17 and were
deduced by comparing theoretical (DFT/B3LYP) frequencies
and IR intensities with experimental frequencies obtained from
IR, Raman, and RR spectra. Therefore, the assignment of the
fundamental transitions in the 200�1700 cm�1 wavenumber
range is first re-examined. This is performed by simulating the
Raman and RR intensities and by comparing them to the
previously reported experimental spectra. To this aim, Figure 3
shows the calculated Raman and RR spectra obtained with the
B3LYP XC functional as well as the experimental RR spectrum,
which was reconstructed from the RR cross-sections reported in
Table 4 of ref 17. It should be mentioned that the same mode
numbering as the one employed by Kov�acs et al.38 and Wang
et al.17 is used for the fundamental vibrations with an in-plane
symmetry. Additionally, the calculated vibrational frequencies
are reported in Table 1 and are compared to experimental RR
frequencies recorded in cyclohexane solution and to Raman
frequencies recorded in CCl4 solution.
The assignment deduced by comparing the theoretical

(B3LYP) and experimental Raman spectra is found in excellent
agreement with the one reported by Kov�acs et al.38 The only
exception concerns the experimental Raman active vibration at
668 cm�1, which is here assigned to the ν22 mode at 670 cm�1

(B3LYP) instead of a vibration of out-of-plane symmetry. It can
also be mentioned that the ν9, ν12, and ν26 vibrations were not
assigned, because they are not visible in the experimental Raman
spectrum. This fact is in agreement with their weak calculated

Raman intensity (Figure 3). However, these three vibrations (ν9,
ν12, ν26) with frequencies of 1480.8, 1341.3, and 372.2 cm�1,
respectively, can be assigned to the experimental IR bands in
CCl4 solution

38 at 1479, 1333, and 372 cm�1, respectively.
The comparison between the theoretical and experimental RR

spectra provides an assignment in global agreement with the one
reported by Wang et al.17 The only exception concerns the most
intense RR band in the experimental spectrum at 1326 cm�1,
which is assigned here to the vibration ν13 at 1288.2 cm

�1 instead
of the vibration ν12 at 1341.3 cm

�1. This assignment is strongly
motivated by the larger RR intensity calculated for ν13 in
comparison to ν12 and is also in agreement with the assignment
of the Raman spectrum. However, it should be noted that the
frequency of ν13 shows the maximal absolute deviation (MAX)
with respect to experimental results with an underestimation of
about 38 cm�1. This deviation of the ν13 frequency was already
noted by Kov�acs et al.38 and was possibly attributed to a Fermi
resonance interaction. Such effects are not included in the
present calculations, which employ the harmonic approximation.
Moreover, the experimental IR frequencies in a CCl4 solution

38

of the ν12 and ν13 vibrations are close, with values of 1333 and

Figure 3. Assignment of the vibrational frequencies. (a) B3LYP/
6-311þþG(2df,p) Raman spectrum in cyclohexane at 1064 nm. (b)
B3LYP/6-311þþG(2df,p) RR spectrum in cyclohexane calculated
within the STA. (c) Experimental RR spectrum in cyclohexane at
355 nm; the spectrum is reconstructed from the cross-sections reported
in Table 4 of ref 17. All of the spectra are normalized with respect to the
most intense band, and a Lorentzian function with a fwhm of 5 cm�1 is
employed to broaden the transitions.

Table 1. Experimental and Calculated Vibrational
Frequencies

calculated frequenciesa (cm�1) experimental frequencies (cm�1)

no. B3LYP B2PLYP RRb Ramanc

ν6 1623.0 1627.2 1617 1623

ν7 1585.9 1593.0 1590 1593

ν8 1538.8 1539.1 1538 1540

ν9 1480.8 1482.9 1472

ν10 1453.4 1458.6 1459

ν11 1382.2 1387.9 1382 1382

ν12 1341.3 1347.4

ν13 1288.2 1292.9 1326 1327

ν14 1252.7 1257.4 1250 1255

ν15 1204.5 1210.4 1190 1192

ν16 1163.4 1164.0 1159

ν17 1136.9 1139.9 1134 1139

ν18 1084.2 1084.1 1081

ν19 1028.9 1031.5 1030

ν20 867.7 863.9 870 871

ν21 820.5 816.3 820 820

ν22 670.0 667.5 669 668

ν23 559.5 558.7 564 564

ν24 543.7 540.6 547

ν25 427.9 424.0 428 426

ν26 372.2 371.2

ν27 283.8 284.1 290 286

MADd 6.6 8.9

MAXd 37.8 (ν13) 33.1 (ν13)

MADe 5.4 5.8

MAXe 38.8 (ν13) 34.1 (ν13)
aThe calculated harmonic frequencies are scaled by a factor of 0.98.
b Experimental RR frequencies in cyclohexane solution.17 c Experimental
Raman frequencies in CCl4 solution.38 dMean absolute deviation
(MAD) and maximal absolute deviation (MAX) with respect to the
experimental RR frequencies. eMAD and MAX with respect to the
experimental Raman frequencies.
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1325 cm�1, respectively. Therefore, it might be possible that the
RR intensities of these two bands are superimposed in the
experiment.
The vibrational frequencies of oNP were also calculated with

the double-hybrid B2PLYP XC functional. It was shown
recently39 that this functional provides reliable vibrational fre-
quencies and normal coordinates. From Table 1 it is seen that
B2PLYP gives vibrational frequencies in close agreement with
the B3LYP results. The larger deviation is found for the ν7
vibration with a difference of about 7 cm�1. It can also be
mentioned that the normal coordinates obtained with both
theoretical methods show similar nuclear displacements. Addi-
tionally, the mean absolute deviations (MAD) of the vibrational
frequencies with respect to experimental results are rather small
for both XC functionals, with MADs between 5.4 and 8.9 cm�1.
Such values are in agreement with previous works29,39�42 and
confirm the reliability of the B3LYP and B2PLYP functionals for
the determination of ground state vibrational frequencies. There-
fore, the geometries, frequencies, and normal coordinates ob-
tained with these two force fields will be employed in the
following to investigate the RR intensities of oNP.
3.2. Excited States. The vertical excitation energy and oscil-

lator strength of the first allowed excited state of oNP were
calculated with different XC functionals as well as with (SCS)-
CC2 methods by employing the B3LYP and B2PLYP ground
state geometries (Table 2). The experimental absorption spec-
trum in cyclohexane17 shows a single unstructured band in the
400�300 nm range, which can be associated with the first singlet
excited state of oNP. For each considered method, this state
involves a transition from the HOMO to the LUMO orbitals
(Figure 1), which present a transfer of electronic density going
from the aromatic cycle and OH group to the NO2 group.
Therefore, a geometrical reorganization is expected to occur over
the entire molecule after excitation to the excited state. This is
also in agreement with the fact that several fundamental vibra-
tions show RR activity in the 200�1700 cm�1 wavenumber

range and are associated with normal coordinates distributed on
the different parts of oNP.
From Table 2, it is seen that small differences are found

between the excitation energies (<0.03 eV) and oscillator
strengths calculated with B3LYP and B2PLYP. Of course, this
is related to the similar geometries obtained with both methods,
which present bond length differences lower than 0.004 Å. The
comparison between the different XC functionals shows that the
excitation energies and oscillator strengths are strongly depen-
dent on the amount of HF exchange included in the functional.
Indeed, the excitation energy calculated with the pure GGA
functional BLYP is underestimated by 0.63 eV in comparison to
experimental results (B3LYP geometry), whereas the hybrid
functionals B3LYP, M06, and HSE06 including a moderate
amount of HF exchange of 20, 27, and 25%, respectively, improve
significantly the value of the excitation energy. Thus, the best
agreement with respect to experimental results is found for the
screened hybrid functional HSE06 with an underestimation of
the excitation energy of only 0.07 eV (B3LYP geometry). Then,
functionals with a larger amount of HF exchange show an
overestimation of the excitation energy, as can be seen for
B3LYP-35, BMK, and M06-2X, which incorporate 35, 42, and
54% of HF exchange, respectively. Of these functionals, B3LYP-
35 provides the most accurate results with an overestimation of
only 0.14 eV. Moreover, rather significant overestimations are
obtained with the long-range corrected functionals CAM-
B3LYP, ωB97, and ωB97X as well as with the (SCS)-CC2
methods, with CAM-B3LYP providing the best estimate. How-
ever, it should bementioned that no solvent effects were included
in the (SCS)-CC2 calculations. By approximating the solvato-
chromic shift with a B3LYP/IEFPCM calculation, the (SCS)-
CC2 energies should be decreased by about 0.1 eV, which
improves the CC2 excitation energy to a value very close to
the BMK and CAM-B3LYP results. Moreover, it is seen in
Table 2 that the oscillator strengths are overestimated in
comparison to experimental results for all methods, except
BLYP. Similarly to the excitation energies, the most accurate
oscillator strengths are obtained with the XC functionals incor-
porating a moderate amount of HF exchange, i.e., B3LYP,
HSE06, and M06, whereas the other methods provide oscillator
strengths that are significantly overestimated. In the next step,
how the accuracy on the excitation energies and oscillator
strengths correlates to the accuracy on the RR spectra will be
investigated.
3.3. Effect of the Computational Method on the o-Nitro-

phenol RR Spectrum. 3.3.1. RR Spectra Calculated with the
B3LYP Force Field. The STA RR spectra calculated with the
B3LYP force field for the ground state and with different
theoretical methods for the evaluation of the excited state
gradients are presented in Figure 4 and are compared to the
experimental spectrum. In order to provide a more quantitative
comparison between the theoretical methods, the MAD and
MAX of the relative RR intensities with respect to experimental
results are reported in Table 3. First, it is seen that BLYP gives the
larger MAD and shows a RR spectrum with too strong intensities
in the 1300�1700 cm�1 wavenumber range and an incorrect
intensity pattern for the ν14, ν15, and ν17 vibrations. Improve-
ments are obtained for most of the intensities with the four
hybrid functionals M06, B3LYP, HSE06, and B3LYP-35. How-
ever, the vibrations ν6, ν11, and ν22 still show noticeable over-
estimated intensities, whereas vibrations ν8 and ν17 have a too
weak RR intensity in comparison to experimental results. Despite

Table 2. Vertical Excitation Energies (Ee) and Oscillator
Strengths (f) of the First Singlet Excited State

B3LYP geometry B2PLYP geometry

Ee (eV)a f Ee (eV)a f

BLYP 2.94 (�0.63) 0.0477 2.91 (�0.66) 0.0458

ωB97b 4.18 (0.61) 0.1749 4.18 (0.61) 0.1722

SCS-CC2c 4.08 (0.51) 0.1035 4.08 (0.51) 0.1016

ωB97X 4.07 (0.50) 0.1619 4.07 (0.50) 0.1588

M06-2X 4.00 (0.43) 0.1376 3.99 (0.42) 0.1342

CC2c 3.97 (0.40) 0.1065 3.97 (0.40) 0.1046

BMK 3.86 (0.29) 0.1188 3.85 (0.28) 0.1152

CAM-B3LYP 3.84 (0.27) 0.1302 3.82 (0.25) 0.1266

B3LYP 3.38 (�0.19) 0.0763 3.37 (�0.20) 0.0734

B3LYP-35 3.71 (0.14) 0.1032 3.69 (0.12) 0.0996

M06 3.45 (�0.12) 0.0848 3.43 (�0.14) 0.0816

HSE06 3.50 (�0.07) 0.0835 3.48 (�0.09) 0.0804

exptl.d 3.57 0.0689 3.57 0.0689
aThe energy deviations with respect to experimental results are given in
brackets. b Energies and oscillator strengths of the second singlet
excited state. c Energies and oscillator strengths calculated in a vacuum.
d Experimental energy and oscillator strength in a cyclohexane
solution.17
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a largeMAX value for vibration ν11, the BMK functional provides
a further improved MAD, mostly due to a better description of
the ν6, ν15, ν17, and ν22 RR intensities. Next, the RR spectra
obtained with the (SCS)-CC2 methods present interesting
differences with respect to the spectra calculated with DFT
methods: (i) The vibrations ν6, ν7, and ν8 are obtained with
comparable intensities, which is in better agreement with experi-
mental results even if their intensities are globally underesti-
mated. (ii) Both ν11 and ν12 intensities are significantly reduced,
which provides an additional confirmation for the assignment of
vibrations ν11, ν12, and ν13. (iii) CC2 gives the smallest value of
MAX, with a deviation of only 0.193 for vibration ν23, illustrating
the overall good agreement obtained with this method. (iv)
Similarly to the excitation energies, the use of SCS-CC2 does not
provide an improvement in comparison to CC2. Moreover,
smaller MADs are found with M06-2X and with the long-range
corrected functionals CAM-B3LYP, ωB97, and ωB97X: (i) The
ωB97X functional provides the smallest MAD with a value of
only 0.094. (ii) The RR intensities of the low-frequency modes in
the 200�900 cm�1 wavenumber range are better reproduced
with these functionals, even if the intensity of ν20 is under-
estimated with the ωB97(X) methods. (iii) The intensities of
ν14, ν15, and ν17 are in overall good agreement with experimental
results, despite an overestimation in the case of ωB97. (iv) the
overestimation of the ν11 intensity is reduced in comparison to
other functionals but is still larger than the one obtained with
CC2. (v) The ωB97(X) functionals provide an improved
description of the intensities in the 1400�1700 cm�1 wavenum-
ber range in comparison to the CAM-B3LYP, M06-2X, and
(SCS)-CC2 methods. Finally, the comparison between the
calculations and experimental results shows that the accuracy

of the simulated RR spectra (Table 3) is not correlated with the
accuracy of the excitation energies and oscillator strengths
(Table 2). This is clearly seen for the functionals ωB97(X),
which provide the RR spectra with the lowest MADs but give the

Figure 4. Comparison between the experimental RR spectrum17 and the STA RR spectra calculated using the B3LYP force field in association with
different methods for the evaluation of excited state gradients. The spectra are normalized with respect to vibration ν13, and a Lorentzian function with a
fwhm of 5 cm�1 is employed to broaden the transitions.

Table 3. Mean Absolute Deviations (MAD) and Maximal
Absolute Deviations (MAX) of the Relative RR Intensities
with Respect to Experimental Resultsa

B3LYP force field B2PLYP force field

MADb MAX MAD MAX

BLYP 0.264 (0.275) 0.559 (ν11) 0.257 0.631 (ν11)

M06 0.203 (0.222) 0.697 (ν6) 0.231 0.875 (ν11)

B3LYP 0.180 (0.195) 0.516 (ν11) 0.192 0.686 (ν11)

HSE06 0.170 (0.189) 0.523 (ν6) 0.192 0.623 (ν11)

B3LYP-35 0.162 (0.172) 0.493 (ν11) 0.187 0.727 (ν11)

BMK 0.148 (0.148) 0.622 (ν11) 0.190 0.782 (ν11)

SCS-CC2c 0.141 (0.144) 0.290 (ν11) 0.133 0.404 (ν11)

CC2c 0.120 (0.122) 0.193 (ν23) 0.118 0.216 (ν11)

CAM-B3LYP 0.116 (0.126) 0.356 (ν11) 0.133 0.511 (ν11)

M06-2X 0.115 (0.118) 0.400 (ν11) 0.134 0.621 (ν11)

ωB97 0.109 (0.108) 0.322 (ν15) 0.110 0.451 (ν11)

ωB97X 0.094 (0.097) 0.309 (ν11) 0.094 0.462 (ν11)
aThe experimental RR spectrum in cyclohexane solution at 355 nm is
from ref 17. The comparison is made by normalizing to unity the
intensity of vibration ν13 in both calculated and experimental RR
spectra. bTheMADs with respect to the experimental RR spectrum at
369 nm are given in brackets. c Excited state derivatives calculated in a
vacuum.
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largest overestimations of both the excitation energy and the
oscillator strength.
Additionally, in order to confirm the validity of the STA, the

RR spectrum was simulated using the ωB97X functional by
including the vibronic structure of the excited state according to a
method described elsewhere.31 This allows the dependency of
the RR spectrum with respect to the excitation wavelength to be
accounted for. Thus, the simulation of the RR spectrum for an
excitation wavelength of 355 nm provides a MAD of 0.102 and a
MAX of 0.297 (for vibration ν11). These values are very close to
those obtained within the STA and consequently justify the use
of this approximation for the purpose of assessing the accuracy of
different theoretical methods. This is also corroborated by the
small dependency of the experimental RR intensities with respect
to the excitation wavelength.17 Indeed, the MADs obtained by
comparing the simulated intensities with the experimental spec-
trum recorded for an excitation wavelength of 369 nm (Table 3)
show the same trends as those obtained by comparing to the
355 nm experimental spectrum.
3.3.2. RR Spectra Calculated with the B2PLYP and Other

Force Fields. The RR spectra obtained with the B2PLYP force
field (Figure 5) present no significant improvements in compar-
ison to those obtained with the B3LYP force field (Figure 4).
Indeed, as can be seen from Table 3, most of theMADs are larger
or very close to the one calculated with the B3LYP force field.
The only small improvements are found for the MADs of the
(SCS)-CC2 methods, which are closer to those obtained with the
XC functionals CAM-B3LYP,M06-2X, andωB97(X). Additionally,

all of theMAX values corresponding to vibration ν11 are increased in
comparison to B3LYP, indicating that this mode is less accurately
described with the B2PLYP force field. Therefore, on the basis of the
vibrational frequencies (Table 1) and of theRR intensities (Table 3),
it appears that B2PLYPdoes not improve the ground state properties
of oNP in comparison to B3LYP.
Furthermore, it is interesting to investigate the accuracy of the

RR spectra in the situation where the same theoretical method is
employed for both the ground and the excited state calculations.
Thus, Figure 6 shows the RR spectra obtained with the DFT
methods BLYP, HSE06, CAM-B3LYP, M06-2X, and ωB97X as
well as the spectrum obtained using MP2 for the ground state
properties and CC2 for the excited state gradients. It should be
mentioned that comparable normal coordinates are found with
all methods for the ν20, ν21, ν22, ν23, ν25, and ν27 vibrations,
which leads to a straightforward assignment of these vibrations.
However, the normal coordinates of all of the vibrations in the
1000�1700 cm�1 wavenumber range are found to be strongly
different between the theoretical methods. As can be seen from
Figure 6, this leads to important differences in the simulated RR
intensities in this wavenumber window. It appears also clearly
that no spectrum improves over those calculated with the B3LYP
or B2PLYP force fields, but instead large discrepancies with
respect to experimental results are obtained. This also shows that
an assignment of the vibrational bands in the 1000�1700 cm�1

wavenumber range is hardly possible by employing these meth-
ods for the ground state properties of oNP and consequently that
the geometries and normal coordinates obtained with these force
fields are less accurate than those calculated with B3LYP and

Figure 5. Comparison between the experimental RR spectrum17 and
the STA RR spectra calculated using the B2PLYP force field in
association with different methods for the evaluation of excited state
gradients. The spectra are normalized with respect to vibration ν13, and a
Lorentzian function with a fwhm of 5 cm�1 is employed to broaden the
transitions.

Figure 6. Comparison between the experimental RR spectrum17 and
the STA RR spectra calculated using different computational methods.
The spectra are normalized with respect to vibration ν13, and a
Lorentzian function with a fwhm of 5 cm�1 is employed to broaden
the transitions.
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B2PLYP. This result is also in agreement with a recent work39

which showed that HSE06, CAM-B3LYP, M06-2X, and ωB97X
provide less accurate vibrational frequencies than B3LYP or
B2PLYP.

4. CONCLUSIONS

The RR relative intensities of o-nitrophenol were investigated
theoretically with the aim of assessing the accuracy of excited
state calculations based on DFT and CC2 approaches. The
comparison between simulated Raman and RR spectra with
experimental results allowed a reliable assignment of the vibra-
tional bands. Thus, it is found that B3LYP provides the best
estimate of the ground state properties, while B2PLYP calcula-
tions show no improvement and even a slightly reduced accuracy
in comparison to B3LYP.Moreover, the results obtained with the
BLYP, HSE06, CAM-B3LYP, M06-2X,ωB97X, and MP2 meth-
ods present significantly less accurate vibrational frequencies and
normal coordinates, leading to important differences in their
respective RR spectrum, which show large discrepancies with
respect to experimental results. However, the use of the B3LYP
force field for the ground state in association with different
methods for the excited state gradients shows a noticeable
improvement of the accuracy of RR intensities. Thus, XC
functionals including a large amount of HF exchange and long-
range corrections like M06-2X, CAM-B3LYP, and ωB97(X)
provide the most accurate RR spectra. The RR intensities
obtained with the best XC functionals are of comparable
accuracy to those obtained with CC2 calculations, which shows
that these approaches should be considered more often in the
future for simulating RR intensities of middle-sized to large
systems. It is also seen that the accuracy of the excited state
gradients does not correlate with the accuracy of the excitation
energies and oscillator strengths, for which XC functionals with
lesser HF exchange like B3LYP, M06, and HSE06 provide more
accurate results in the case of oNP. This result also indicates that
in addition to evaluating vertical excitation energies, the assess-
ment of excited state gradients offers the possibility of having a
complementary view about the performance of newly developed
functionals in predicting excited state properties. Finally, the
study demonstrates that an accurate description of both ground
and excited state properties remains a challenging task, even for
recently developed theoretical approaches. However, a signifi-
cant improvement of the RR relative intensities can be obtained
using a hybrid approach, in which the ground and excited states
are described by two separate theoretical methods.
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ABSTRACT:An efficient procedure for normal-mode analysis of extended systems, such as zeolites, is developed and illustrated for
the physisorption and chemisorption of n-octane and isobutene in H-ZSM-22 and H-FAU using periodic DFT calculations
employing the Vienna Ab Initio Simulation Package. Physisorption and chemisorption entropies resulting from partial Hessian
vibrational analysis (PHVA) differ at most 10 J mol-1 K-1 from those resulting from full Hessian vibrational analysis, even for
PHVA schemes in which only a very limited number of atoms are considered free. To acquire a well-conditioned Hessian, much
tighter optimization criteria than commonly used for electronic energy calculations in zeolites are required, i.e., at least an energy
cutoff of 400 eV, maximum force of 0.02 eV/Å, and self-consistent field loop convergence criteria of 10-8 eV. For loosely bonded
complexes the mobile adsorbate method is applied, in which frequency contributions originating from translational or rotational
motions of the adsorbate are removed from the total partition function and replaced by free translational and/or rotational
contributions. The frequencies corresponding with these translational and rotational modes can be selected unambiguously based
on a mobile block Hessian-PHVA calculation, allowing the prediction of physisorption entropies within an accuracy of 10-15 J
mol-1 K-1 as compared to experimental values. The approach presented in this study is useful for studies on other extended catalytic
systems.

1. INTRODUCTION

Molecular simulations are a valuable tool to obtain a better
understanding of hydrocarbon adsorption and conversion processes
in zeolites.1-21 Nowadays, theoretical calculations on extended
zeolite systems are frequently performed as evidenced from the
various studies in literature applying quantummechanical/molecular
mechanical (QM/MM),3-10 QM/QM11-15 and periodic density
functional theory (DFT)16-21 methods. However, most studies
reported in literature only concern electronic energies, while
vibrational analysis is usually omitted since it is computationally
very demanding. Nonetheless, frequency analysis is part and
parcel of the study of hydrocarbon conversion reactions since
they are required to calculate the rate and equilibrium coefficients
that govern hydrocarbon conversions in practically relevant
conditions of temperature and pressure.22-24 Consequently,
criteria for geometry optimization and electronic energy calcula-
tion are well established, but the appropriate program settings
related to the calculation of harmonic frequencies are less well
documented. Nevertheless, a full Hessian vibrational analysis
(FHVA) is more and more applied, e.g., in hybrid QM/MM
methods.5,8-10 The combination of a high-level method for a
small part of the system and a lower level method for the
remainder of the zeolite structure makes a vibrational analysis
feasible at a reasonable computational cost. In their hybrid QM/
QM approach using the ONIOM method, McCann et al.,13

Lesthaeghe et al.,14 and Vandichel et al.15 applied a partial
Hessian vibrational analysis (PHVA)25-31 on a 46T cluster
model of H-ZSM-5, keeping the saturating hydrogen atoms

fixed. In contrast, for periodic DFT methods, very few studies
report the extremely time-consuming vibrational analysis. The
Hessian, being the second derivatives matrix of the energy with
regard to atom displacements, is typically determined via numer-
ical differentiation of the gradient by displacing the atoms, and its
calculation thus leads to higher computational costs when the
number of atoms in the zeolite unit cell increases. Svelle et al.12

have studied methylation reactions of ethene, propene, and
2-butene in H-ZSM-5 (289 atoms/unit cell) and calculated the
Hessian for a subset of atoms including the hydrocarbon atoms
and the 56 zeolite atoms surrounding the acid site. They
indicated that this PHVA reduces computational cost by 75%
as compared to a FHVA. Tuma and Sauer20 have performed a
FHVA to study the (thermodynamic) stability of various iso-
butene complexes in H-FER (217 atoms/unit cell).

In this work, we present a periodic DFT study on the
physisorption of n-octane and isobutene and the chemisorption
of t-butyl carbenium ion, i-butoxy, and t-butoxy in H-ZSM-22
and H-FAU; these complexes are representative for the various
types of physisorbed and chemisorbed complexes that occur in
acid zeolite catalyzed alkane or alkene conversion processes.
Figure 1 shows the structures of the various adsorption com-
plexes in H-FAU and H-ZSM-22. We especially focus on the
development of a cost-effective procedure for normal-mode
analysis (NMA) that yields an acceptable accuracy for the

Received: September 24, 2010
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calculation of enthalpies, entropies, and the equilibrium coeffi-
cients. For example, an accuracy of a factor of 2-6 on the
adsorption equilibrium coefficient requires an accuracy of 6-15 J
mol-1 K-1 on the adsorption entropy. To develop a cost-
effective procedure, physisorption and chemisorption entropies
resulting from FHVA are compared with results obtained using
various PHVA schemes (see Section 2), considering a different
number of “free” (Nfree) or “fixed” (Nfixed) atoms for the
numerical Hessian calculation. Obviously, a FHVA corresponds
to a situation in which all atoms are free, and the gradient is
calculated for 6N displaced structures, N being the total number
of atoms in the unit cell. In case some atoms are kept fixed, the
construction of the partial Hessian involves calculation of the
gradient of 6Nfree displaced structures. It is clear that by
decreasing the number of free atoms, the vibrational analysis
can be speeded up, as also indicated by Svelle et al.12 The ultimate
aim is to select a PHVA scheme with Nfree as small as possible
while approaching the accuracy of a FHVA. Physisorption and
chemisorption entropies are the ideal quantities to evaluate the
accuracy of a PHVA, since they are derived directly from the
calculated harmonic frequencies using textbook statistical
thermodynamics.32 The fact that entropies are extremely
sensitive to even small variations in low-frequency values
(0-100 cm-1) makes them even more suited to evaluate the
accuracy of PHVA schemes, as these low frequencies are
omnipresent in the studied zeolite systems. On the other hand,
physisorption and chemisorption enthalpies are much less
sensitive to variations in harmonic frequency values and will
not be discussed in detail. Previous work has shown that, in the
temperature range from 300 to 800 K, the difference between
physisorption energies and enthalpies of n-alkanes and alkenes
amounts to some 0-5 kJ/mol at most.9,10

From the systems studied in this work, physisorbed n-octane
and isobutene and chemisorbed t-butyl carbenium ion are loosely
bonded complexes in H-ZSM-22 and H-FAU zeolites: No
chemical bond between the complex and the zeolite is present.
In contrast, a C-O bond is formed in the i-butoxy and t-butoxy
alkoxides after protonation of a physisorbed isobutene.

The absence of a direct bond between the adsorbed complex
and the zeolite implies a higher translational and rotational
mobility of the loosely bonded structures inside the zeolite pores.
Previous work has shown that for n-alkanes physisorption

entropy losses calculated from harmonic frequencies only, i.e.,
the immobile adsorbate method, are overestimated as compared
to experimental values.9,10 Therefore, amobile adsorbatemethod
has been proposed, in which some of the motions are not treated
in the harmonic limit but rather considered to be free transla-
tional or rotational motions of the adsorbate in the zeolite pore.
In the mobile adsorbate method,9,10 the partition function is
calculated according to eq 1, in which qimmobile

vibr is the total
vibrational partition function (as generally obtained from stan-
dard simulation packages), from which the vibrational contribu-
tion corresponding to the n rotational and translational modes is
removed (qnD

vibr) and replaced by a n-dimensional (nD) free
translational and rotational contribution (qnD

trans/rot):

qmobile ¼ qvibrimmobile

qvibrnD
� qtrans=rotnD ð1Þ

The selection of frequencies corresponding to translational and/
or rotational modes is however somewhat ambiguous as it
depends on the user’s interpretation. In this work, the use of a
mobile block Hessian (MBH) based approach to identify these
frequencies is explored.

All FHVA calculations have been performed using the Vienna
Ab Initio Simulation Package (VASP),33-36 and postprocessing
for PHVA and MBH calculations have been done using the in-
house developed software module TAMkin,37,38 a free python
programmed versatile toolkit for normal-mode analysis and
chemical kinetics.31,39-43

2. METHODOLOGY

Figure 2 gives a schematic overview of all types of normal-
mode analysis that have been performed in this paper. The
following paragraphs comprise a discussion of these different
types of methods, i.e., FHVA versus PHVA, the assumption of a
mobile versus immobile adsorbate, the use of MBH for an
unambiguous selection of translational and rotational modes,
and finally the different PHVA schemes.
Full Hessian versus Partial Hessian Vibrational Analysis. It

is well-known that an FHVA is one of the most time-consuming
steps when studying extended systems, such as zeolites. Espe-
cially when the Hessian is calculated by numerical differentiation
—as is the case for most periodic DFT simulation packages—the

Figure 1. Physisorption and/or chemisorption complexes of n-octane and isobutene in H-ZSM-22 and H-FAU (top and bottom figures, respectively).
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computational effort is significant, due to the large number of
atoms in the zeolite unit cell and the calculation of six displace-
ments for each atom. PHVA has the advantage over FHVA that
the derivatives with regard to the fixed atoms do not need to be
calculated such that in total 6Nfree gradient evaluations are
required instead of 6N. Many PHVA schemes can be proposed.
The different schemes are characterized by the number of fixed
atoms and by the particular selection of the fixed atoms. The
effect of these parameters on the final outcome is not known for
zeolite systems. Not only for small organic systems, such as
alcohols and alkanes, but also for large macromolecules, such as
proteins, this has been explored before.31,40-43

All FHVA and PHVA calculations are performed with
TAMkin.37,38 The TAMkin package loads the second derivatives
matrix (Hessian) from the VASP output files. Mass-weighting and
diagonalization of the full 3N� 3N Hessian yields 3N frequencies
and normal modes. TAMkin calculates 3Nfree PHVA frequencies by
first omitting the rows and columns corresponding to fixed atom
displacements and next by diagonalizing this smaller Hessian of
dimension 3Nfree � 3Nfree. No additional Hessian calculations
were required to generate all PHVA results in this paper, as all
PHVA Hessians could instantaneously be derived from the same
FHVA Hessian by TAMkin.37,38

Immobile versus Mobile Adsorbate. As mentioned in the
Introduction, previous work has shown that, for loosely bonded
physisorbed complexes, entropy losses calculated based on
harmonic frequencies only, i.e., the immobile adsorbate method,
are overestimated as compared to experimental values.9,10 The
assumption of an immobile adsorbate conflicts with the signifi-
cant translational and rotational degrees of freedom of the
loosely bonded complex. Therefore a correction scheme, called
the mobile adsorbate method, has been proposed (eq 1). The
mobile adsorbate method was successfully applied in a study on
physisorption of alkanes and alkenes in H-FAU, H-BEA,
H-MOR, and H-ZSM-5.9,10 In eq 1, the partition function of
the mobile adsorbate method, qimmobile, is calculated from the
total partition function of the immobile adsorbate method,
qimmobile
vibr , in which the contribution qnD

vibr of the n harmonic
frequencies (typically 3 or 4), corresponding with a translation
and/or rotation of the hydrocarbon in the zeolite, is replaced by

the contribution qnD
trans/rot of n free translational and rotational

contributions.
The n degrees of freedom in the mobile adsorbate method are

determined from visualization of the FHVA normal modes.More
specifically, translations and/or rotations of an adsorbate are
considered to be mobile if the following criteria are fulfilled: (1)
the harmonic frequencies lie in the range 0-100 cm-1 and (2)
the visualization of the corresponding normal modes shows a
translation or rotation of the adsorbate in the zeolite as a whole
with only small coupling to internal vibrations of the hydro-
carbon or the zeolite. Based on these criteria, we observed the
following number of mobile degrees of freedom (n): 2D free
translation and 1D free rotation (n = 3) is assumed for n-octane
physisorption in H-ZSM-22 and for isobutene physisorption and
t-butyl chemisorption in both H-ZSM-22 and H-FAU zeolites,
while 2D free translation and 2D free rotation (n = 4) is assumed
for n-octane physisorption in H-FAU. The evaluation of the
translational partition function requires a “molecular surface
area” (analogously to the molecular volume in case of 3D free
translation for gas-phase hydrocarbons). This has been chosen as
200 � 600 pm and 800 � 800 pm for H-ZSM-22 and H-FAU,
respectively, according to the available zeolite pore dimensions.
Figure 3 illustrates the 2D free translation and the 1D free
rotation of the loosely bonded complexes in H-ZSM-22.
Until now, selection of the translational and rotational fre-

quencies is done manually which is somewhat ambiguous and
user dependent due to mixing of translational and rotational
modes in the low-frequency range. In addition, this work is labor
intensive in the case of FHVA calculations in view of the large
number of frequencies in the 0-100 cm-1 range. The MBH
approach, in which the hydrocarbon is defined as a rigid block,
offers an attractive alternative to this ad-hoc procedure in
defining unambiguously these translational and rotational fre-
quencies, as explained in the following section.
Mobile Block Hessian to Select Translational and Rota-

tional Modes. In the MBH method, part of the system is
grouped into rigid but mobile blocks. During the vibrational
analysis, the blocks are allowed to translate or rotate as a whole,
such that each block has 6 degrees of freedom (3 translational, 3
rotational), which can be described by 6 so-called block

Figure 2. Overview of the types of normal-mode analysis that have been performed for the considered physisorption and chemisorption complexes in
H-ZSM-22 and H-FAU.
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parameters. The internal geometry of the block is kept fixed,
which means internal vibrations within the block are not allowed.
The number of degrees of freedom of the molecular system is
thus reduced from 3N to d= 6NbþNfree, whereNb is the number
of blocks andNfree is the number of free atoms which are not part
of any block. Whereas the 3N FHVA frequencies are calculated
by mass weighting and diagonalizing the 3N � 3N full Hessian,
the introduction of the block concept requires the diagonaliza-
tion of the smaller d � d MBH. This MBH Hessian consists of
the second derivatives matrix of the potential energy with respect
to the block parameters and to the coordinates of the free atoms.
This MBH matrix can either be calculated by projection of the
full Hessian or, if it would be implemented in the simulation
package, be directly constructed by well chosen numerical
differentiation. After appropriate mass weighting, its diagonaliza-
tion yields the dMBH frequencies.39-43 In this paper, TAMkin is
used to calculate the MBH frequencies.37,38 By making a smart
block choice, one can focus on the interesting part of the
frequency spectrum.
The combination of the mobile block concept of MBH with

fixing zeolite atoms, as in PHVA, allows a more systematic
approach to determine the values of n harmonic frequencies
corresponding to the mobile translational and rotational motions
of the mobile adsorbate method (see eq 1). In theMBH-PHVA
approach in the present study, the zeolite atoms (except acid
proton) are kept fixed at their reference position (PHVA
concept), while the adsorbate molecule is a mobile block during
the vibrational analysis (MBH concept). Whereas initially the n
harmonic frequencies had to be selected out of the 3N FHVA
modes, the MBH-PHVA approach reduces this to selecting n
frequencies out of nine frequencies in case of isobutene and
n-octane physisorption or out of six frequencies in case of
chemisorption of the t-butyl carbenium ion. Indeed, by fixing
all zeolite atoms except the acid proton and considering the
adsorbate as a rigid mobile block, only nine frequencies are found
from the combined MBH-PHVA approach in the case of physi-
sorption of n-octane and isobutene. Three of them correspond to
the vibration of the acid proton, and the six other frequencies

mainly correspond to translation and rotation of the hydrocar-
bon in the zeolite. In case of chemisorption of the t-butyl
carbenium ion, the deprotonated zeolite is completely fixed,
while the carbenium ion is defined as block, resulting in only six
frequencies all corresponding to translation or rotation. This
significantly simplifies the tedious identification of the n harmo-
nic frequencies (for the calculation of qnD

vibr), that are to be re-
placed by n free translational and rotational motions (qimmobile

vibr )
in the mobile adsorbate method (eq 1). As a consequence, not
only labor intensive visualization efforts are reduced but also the
unambiguous identification of the n harmonic frequencies now
becomes possible, since coupling with internal zeolite or hydro-
carbon vibrations is excluded.
FHVA and Considered PHVA Schemes. A schematic over-

view of the FHVA and the various PHVA schemes considered in
this work is shown in Figure 4. Case A represents the FHVA
calculation: all atoms are considered free for the vibrational
analysis in the gas-phase hydrocarbon, the unloaded zeolite and
the zeolite-adsorbate system, i.e., six displacements for each
atom are considered for the numerical Hessian calculation. Case
B groups all PHVA calculations, with the number of free atoms
(Nfree) ranging from a few (B.[Nfree low]) to almost all zeolite
atoms free (B.[Nfree high]). In cases A and B, hydrocarbon atoms
are always considered free. Comparison of cases A and B allows
the evaluation of the accuracy of the various PHVA schemes for
the calculation of the physisorption and chemisorption entropies
for the studied systems. Cases C and D are analogous to case A
and B, but the hydrocarbon is defined as a mobile block without
internal degrees of freedom. Comparison of the cases C and D
with their analogues in cases A and B allows the assessment of the
contribution of the internal hydrocarbon vibrations to the physi-
sorption and chemisorption entropies in H-ZSM-22 and H-FAU.
Many different PHVA schemes have been included in this

study. Table 1 summarizes all different choices, mentioning the
name, the number of free and fixed zeolite atoms and the number
of free or fixed T (Al or Si) atoms is mentioned between brackets.
Starting from one free zeolite atom, i.e., the acid proton, we
gradually increased the number of free Si or O atoms around the

Figure 3. Impression of the 2D free translation and the 1D free rotation of the isobutene, t-butyl, and n-octane in H-ZSM-22.
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acid site to finally end up with a zeolite unit cell for which all
zeolite atoms are considered free. Details on the various PHVA
schemes used are given in Supporting Information.
The PHVA choices are labeled by the notation [Nfree

zeo , Nfixed
zeo ]

indicating the number of free (Nfree
zeo) and fixed (Nfixed

zeo ) zeolite
atoms; all hydrocarbon atoms are free in case of FHVA or PHVA.
An index (a, b, or c) is added if different schemes exist with the
same number of free and fixed zeolite atoms but with different
selections of atoms. For example, for H-ZSM-22 (see Section 3)
in the [1,108] scheme, 1 zeolite atom (in this case the acid
proton) is free, and the other 108 H-ZSM-22 zeolite atoms are
fixed. Also for H-ZSM-22, in scheme [43,66], 43 zeolite atoms
are free, while 66 atoms are fixed. Note that the schemes [109,0]
and [145,0], respectively, H-ZSM-22 and H-FAU (see Section 3),
correspond to the FHVA case (all atoms free, 0 atoms fixed).
When MBH-FHVA or MBH-PHVA is applied, in which the
hydrocarbon is modeled as a mobile rigid block, the scheme is
denoted as [Nfree

zeo , Nfixed
zeo ]MBH.

3. COMPUTATIONAL DETAILS

Investigated Systems. Physisorption of n-octane and of
isobutene and chemisorption of isobutene in both H-ZSM-22

and H-FAU have been studied. The unit cells of H-ZSM-22 and
H-FAU are sufficiently small to compute the benchmark full
Hessian at a reasonable computational cost. H-ZSM-22 is a
medium-pore zeolite characterized by 10-membered ring chan-
nels and has a cell composition Si35AlO72H. The optimized unit
cell parameters are a = 1132.9 pm, b = 1130.8 pm, c = 1542.8 pm,
R = 90.14�, β = 90.07�, and γ = 77.04�. H-FAU is a large-pore
zeolite characterized by supercages connected by 12-membered
rings, has a cell composition Si47AlO96H, and is characterized by
the unit cell parameters a = 1740.1 pm, b = 1736.2 pm, c = 1742.4
pm, R = 59.88�, β = 59.82�, and γ = 59.87�. Calculated
physisorption entropies for n-octane and isobutene in H-ZSM-
22 and H-FAU are compared with experimental and simulation
data from literature.9,10,44-46 Figure 1 depicts the different
studied adsorption complexes in H-ZSM-22 and H-FAU.

Figure 4. Schematic representation of the FHVA and PHVA cases
considered in this work. Fixed parts of the system are indicated black,
while the mobile blocks are shaded. Case A represents the FHVA
method, while B.[Nfree high] (almost all atoms free) to B.[Nfree low]
(almost all atoms fixed) corresponds to all PHVA schemes considered.
Cases C andD are similar to A and B but with a mobile block description
of the hydrocarbon (see text).

Table 1. Different PHVA Schemes Considered in This Study
for H-ZSM-22 and H-FAUa

H-ZSM-22 PHVA scheme Nfree
zeo (Tfree) Nfixed

zeo (Tfixed)

[1,108] 1 (0) 108 (36)

[8,101] 8 (4) 101 (32)

[16,93] 16 (8) 93 (28)

[28,81] 28 (14) 81 (22)

[43,66]a 43 (6) 66 (30)

[43,66]b 43 (20) 66 (16)

[58,51] 58 (22) 51 (14)

[67,42] 67 (30) 42 (6)

[82,27] 82 (32) 27 (4)

[106,3] 106 (33) 3 (3)

[107,2]a 107 (33) 2 (3)

[107,2]b 107 (33) 2 (3)

[107,2]c 107 (34) 2 (2)

[108,1]a 108 (35) 1 (1)

[108,1]b 108 (35) 1 (1)

[108,1]c 108 (36) 1 (0)

[109,0] 109 (36) 0 (0)

H-FAU PHVA scheme Nfree
zeo (Tfree) Nfixed

zeo (Tfixed)

[1,144] 1 (0) 144 (48)

[6,139] 6 (3) 139 (45)

[19,126] 19 (8) 126 (40)

[26,119] 26 (11) 119 (37)

[38,107] 38 (16) 107 (32)

[55,90] 55 (24) 90 (24)

[100,45] 100 (40) 45 (8)

[105,40] 105 (40) 40 (8)

[142,3] 142 (45) 3 (3)

[143,2]a 143 (46) 2 (2)

[143,2]b 143 (46) 2 (2)

[143,2]c 143 (48) 2 (0)

[144,1]a 144 (47) 1 (1)

[144,1]b 144 (47) 1 (1)

[144,1]c 144 (48) 1 (0)

[145,0] 145 (48) 0 (0)
aThe different schemes are labeled as [Nfree

zeo , Nfixed
zeo ], mentioning the

number of free zeolite atoms (Nfree
zeo) and the number of fixed (Nfixed

zeo )
zeolite atoms; the number of free or fixed T (Al or Si) atoms is
mentioned between brackets.



1095 dx.doi.org/10.1021/ct1005505 |J. Chem. Theory Comput. 2011, 7, 1090–1101

Journal of Chemical Theory and Computation ARTICLE

Periodic DFT Calculations. Periodic DFT calculations are
performed using VASP.33-36 The total energy is calculated
solving the Kohn-Sham equations of DFT using the gradient-
corrected functionals of Perdew and Wang 91 (PW91) as the
exchange-correlation functional.47 The calculations are per-
formed using the projector-augmented wave (PAW) method.
This method was originally developed by Bl€ochl48 and was
adapted by Kresse and Joubert.49 In general, a plane-wave cutoff
of 400 eV was used in the calculations, and the Brillouin zone
sampling was restricted to the Γ point.
Adsorption complexes are optimized in two steps. First, the

conjugate gradient minimization algorithm was used to obtain a
preoptimized structure until forces dropped below 0.05 eV/Å.
Second, a quasi-Newton algorithm is employed to further
optimize the structure until the maximum forces on the atoms
are at least lower than 0.02 eV/Å. The loop for solving the
electronic self-consistent field (SCF) equations iteratively is
stopped when the difference between two consecutive energies
is such that the accuracy of the energy is of the order of 10-8 eV.
After optimization of the adsorption complexes, a FHVA has

been performed for all structures: The Hessian is calculated
numerically by imposing positive and negative displacements in
the x, y, and z-directions (Δ = 0.015 Å) on each atom. We always
carefully checked that no unwanted imaginary frequencies were
present, ensuring a minimum-energy structure. However, espe-
cially in the case of loosely bonded complexes, such as physisorp-
tion of n-octane and isobutene, unwanted imaginary frequencies
may appear when using the above-mentioned standard optimiza-
tion settings (energy cutoff 400 eV, maximum force 0.02 eV/Å,
and SCF loop convergence criteria 10-8 eV). In these cases,
tighter VASP settings were necessary to get rid of the spurious
imaginary frequencies: (i) maximum force on the atoms down to
0.01 eV/Å, (ii) SCF loop convergence criteria down to 10-10 eV,
and (iii) plane-wave energy cutoff up to 600 eV. Especially the
increase of the plane wave energy cutoff was found to be crucial
to ensure the absence of unwanted imaginary frequencies. Table 2
summarizes the used settings for the optimization of each of the
studied structures. In the statistical thermodynamics postproces-
sing, no frequency scaling factor was used for the calculation of
the physisorption and chemisorption entropies.
For the loosely bonded n-octane and t-butyl carbenium ion

complexes in H-FAU, spurious imaginary frequencies were still
present even when using the most stringent optimization criteria.
Many different configurations of the hydrocarbon inside the
H-FAU zeolite have been considered, and even reoptimization
of the structures using a cutoff energy of 600 eV, SCF loop
convergence criteria of 10-12 eV, and maximum forces on the

atoms of 0.004 eV/Å was unsuccessful. The potential energy
surface of such loosely bonded adsorbates is very flat, which
makes the calculations extremely sensitive to numerical noise.
More details on these calculations can be found in Supporting
Information. In these cases of unwanted imaginary frequencies,
no further processing of the Hessian was performed, and there-
fore, the physisorbed n-octane and the chemisorbed t-butyl
carbenium ion complexes in H-FAU are not further investigated
in this study.

4. RESULTS AND DISCUSSION

As mentioned in the Introduction, the focus of this work is on
physisorption and chemisorption entropies and not on physi-
sorption and chemisorption enthalpies. First, FHVA and PHVA
results are compared assuming an immobile adsorbate, i.e., the
approach in which all harmonic frequencies also those corresponding
to translation and rotation, are retained. Next, the mobile adsorbate
method and the application of theMBHmethod for an unambiguous
determination of translational and rotational frequencies are dis-
cussed for the loosely bonded complexes. Finally, inspired by the
conclusions of this work, some general guidelines for performing
vibrational analysis of extended systems are presented.

For completeness, the calculated physisorption and chemi-
sorption enthalpies at 300 K for the studied complexes can be
found in Supporting Information (Table S.1). Note that these
enthalpy differences are independent of the PHVA scheme
applied and equal to the FHVA results.
FHVA versus PHVA Assuming an Immobile Adsorbate.

FHVA Zero Frequencies. In principle, FHVA calculations should
yield three zero frequencies corresponding to the translation of
the zeolite unit cell as a whole. In practice, very low frequencies
are found for these motions of the unit cells, and the obtained
values can be regarded as indication for the quality of theHessian.
Table 3 shows that the obtained imaginary frequencies have
values between-1.5 and-6.0 cm-1 indicative of awell-conditioned
Hessian considering the numerical calculation as implemented
in VASP.
FHVA and PHVA Adsorption Entropies. Figure 5 shows the

calculated physisorption and chemisorption entropies in H-
ZSM-22 and H-FAU, respectively, assuming an immobile ad-
sorbate for FHVA and the various PHVA schemes. The numer-
ical values are given in the Supporting Information (Tables S.2
and S.3). In Figure 5, the PHVA scheme with only one free
zeolite atom, i.e., the zeolite acidic H-atom, scheme [1,108] in
H-ZSM-22 and scheme [1,144] in H-FAU, is found at the most
left and the FHVA benchmark result at the most right of the
abscis.

Table 2. Geometry Optimization Criteria for the Zeolite, the Physisorbed n-Octane and Isobutene, and the Chemisorbed t-Butyl
Carbenium Ion, i-Butoxy Alkoxide and t-Butoxy Alkoxide in H-ZSM-22 and H-FAUa

H-ZSM-22 H-FAU

Ecutoff (eV) ΔESCF (eV) max force (eV/Å) Ecutoff (eV) ΔESCF (eV) max force (eV/Å)

zeolite 400 10-8 0.010 400 10-8 0.010

n-octane 600 10-10 0.010 - - -
i-butene 600 10-10 0.015 400 10-8 0.015

t-butyl 400 10-8 0.015 - - -
i-butoxy 400 10-8 0.020 400 10-10 0.010

t-butoxy 400 10-8 0.020 400 10-8 0.015
aThe used plane-wave energy cutoff Ecutoff, the SCF loop convergence criterion ΔESCF, and the maximum force on the atoms are given.
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FHVA physisorption entropies of, respectively, n-octane and
isobutene in H-ZSM-22 amount to-189 and-174 J mol-1 K-1,
while FHVA chemisorption entropies for the t-butyl carbenium
ion, and the i-butoxy, and t-butoxy alkoxides are -152, -177,
and -210 J mol-1 K-1. In H-FAU on the other hand, FHVA
physisorption and chemisorption entropies of isobutene, i-bu-
toxy, and t-butoxy, respectively, are -141, -181, and -188 J
mol-1 K-1. Entropy losses in H-FAU are somewhat lower as
compared to H-ZSM-22 in accordance with the more open
structure of H-FAU.
Comparison of FHVA with physisorption and chemisorption

entropies calculated with the various PHVA schemes shows that
all FHVA and PHVA results fall within a narrow range of
approximately 10 J mol-1 K-1 for H-ZSM-22 as well as for
H-FAU. In addition, no systematic trends in the deviation are

observed with increasing PHVA scheme size. The tighter con-
vergence criteria for loosely bonded physisorption complexes
(see Table 2) are needed to ensure this relatively small range. For
instance, optimization of the n-octane and isobutene physisorp-
tion complexes in H-ZSM-22 using the standard settings (energy
cutoff 400 eV, SCF convergence criterion 10-8 eV) lead to
differences of physisorption entropies between FHVA and
PHVA up to 30 J mol-1 K-1 (see Figure S.1, Supporting
Information). This can be understood from the presence of
floppy modes for the loosely bond complexes: The small energy
changes upon atom displacements result in low-lying frequencies
which are easily contaminated with noise if less stringent con-
vergence criteria are used for the plane-wave energy cutoff and
the SCF convergence criterion.
The most striking conclusion however is that a PHVA

calculation in its most simplified form, i.e., with only the zeolite
acid H-atom considered free, yields similar physisorption and
chemisorption entropies than a computationally much more
expensive FHVA calculation. This implies that the internal
zeolite vibrations have only a limited impact to the adsorption
entropy, whereas the main contribution stems from the frequen-
cies describing the internal vibrations in the hydrocarbon com-
plex and/or the vibrations of the hydrocarbon relative to the
zeolite. Apparently, only a small part of the extended zeolite
catalyst needs to be considered for a high-quality vibrational
analysis, yielding results comparable to a FHVA. This observa-
tion opens perspectives for other extended systems beyond
zeolites, provided the simulation software allows the calculation
of partial Hessians. The geometry of large systems can be fully or
partially optimized at a high level of theory, while the vibrational
analysis can be limited to subset of atoms, making this compu-
tationally demanding step considerably more feasible. The
speedup can be roughly estimated to be

N=Nfree ð2Þ
in which N and Nfree, respectively, are the total number of atoms
and the number of free atoms in the unit cell, obviously
accounting for the zeolite as well as the hydrocarbon atoms.
Influence of the Internal Vibrations of the Hydrocarbon. The

influence of the internal hydrocarbon vibrations on the physi-
sorption entropies of n-octane and isobutene in H-ZSM-22 and
H-FAU is evaluated by comparing cases A with C and cases B.[i]
with D.[i] (see Figure 4). In cases C and D, the hydrocarbon is
considered as a mobile block such that its internal vibrations are
absent in these models. Figure 6 shows the calculated differences

Table 3. Zero Frequencies Corresponding to the Translation
of the Zeolite Unit Cell as an Indication of the Quality of the
Hessiana

zero frequencies (cm-1) H-ZSM-22 H-FAU

zeolite -2.4 -1.9 -1.6 -2.3 -2.1 -1.8

phys n-octane -4.3 -2.0 -1.5 - - -
phys i-butene -5.5 -4.5 -3.4 -2.8 -1.3 -1.3

chem i-butoxy -6.4 -5.3 -3.1 -1.4 -1.4 -1.3

chem t-butoxy -5.1 -3.8 -3.5 -3.6 -2.5 -2.0

chem t-butyl -6.0 -4.6 -3.6 - - -
a Imaginary frequencies are denoted with a minus sign.

Figure 5. Physisorption and chemisorption entropies of n-octane,
isobutene, t-butyl carbenium ion, i-butoxy and/or t-butoxy in H-ZSM-
22 (top) and H-FAU (bottom) calculated with the immobile adsorbate
method for FHVA and various PHVA schemes.

Figure 6. Deviations Δ(ΔSphys) caused by neglecting the internal
vibrations of the hydrocarbon for the FHVA and various PHVA
schemes.
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Δ(ΔSphys) of the physisorption entropies, caused by neglecting
the internal hydrocarbon vibration. For FHVA, Δ(ΔSphys) is
calculated as follows:

ΔðΔSphysÞ ¼ ΔScase A
phys -ΔScase C

phys ð3Þ
In case of PHVA, Δ(ΔSphys) is calculated as

ΔðΔSphysÞ ¼ ΔScase B:½i�
phys -ΔScase D:½i�

phys ð4Þ

Figure 6 shows that the internal vibrational entropy of
isobutene has only a minor contribution to the adsorption
entropy since the calculated differences Δ(ΔSphys) amount to
about 3-4 J mol-1 K-1 in H-ZSM-22 as well as in H-FAU. Gas-

phase isobutene is a rather small molecule, and no frequencies
lower than 100 cm-1, which contribute most to the entropy, are
present. The lowest frequencies of 173 and 208 cm-1 correspond
to the (anti)symmetric methyl rotation. Consequently, considering
isobutene as a mobile block has only a minor influence on the
physisorption entropy. In contrast, gas-phase n-octane is much
more flexible and subject to many low-frequency motions; 3
frequencies are lower than 100 cm-1, the most pronounced
one being an internal rotation at 43 cm-1. Since these internal
rotations are rather hindered when the n-octane molecule is
physisorbed in the zeolite pores, the contributions to the entropy
do not cancel out, and Δ(ΔSphys) amounts to -14 to -18 J
mol-1 K-1 in the case of n-octane adsorption in H-ZSM-22. It
can thus be expected that for hydrocarbons with many possible

Figure 7. Overlap for the two translational modes and one rotational mode for n-octane (top), isobutene (middle), and t-butyl carbenium (bottom) in
H-ZSM-22, as obtained from [1,108]MBH, with the FHVA calculated modes (scheme [109,0]) in H-ZSM-22. The red dashed line, indicated by the
arrow, represents the unique translational, respectively, rotational frequency obtained from the [1,108]MBH calculation. The overlap of the
corresponding mode with the FHVA modes is indicated by the black lines spectrum.
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internal rotations in gas phase, such as long n-alkanes (like n-octane
in this case), MBH-FHVA (C) or MBH-PHVA (D.[i]) calcula-
tions yield significantly different physisorption entropies as com-
pared to FHVA (A) or PHVA (B.[i]).
Immobile versus Mobile Adsorbate. MBH-PHVA-Based

Selection of Translational and Rotational Frequencies - overlap
with FHVA spectrum. As explained in Section 2, MBH-PHVA
schemes [1,108]MBH in H-ZSM-22 and [1,144]MBH in H-FAU
are applied for the identification of translational and rotational
frequencies of loosely bonded complexes. The overlap of an
MBH-PHVA mode with an FHVA mode is defined as the
absolute value of the dot product of the normalized MBH-
PHVAmodewith the normalized FHVAmode, such that it lies in
the range 0-1. A high overlap value indicates that the MBH-
PHVA and the FHVA modes represent similar motions. Since
the MBH-PHVA modes represent translational and rotational
motions of the hydrocarbon in the zeolite pore, overlaps of the
MBH-PHVA modes with all FHVA modes are adequate para-
meters to identify the translational and rotational motions in the
FHVA spectrum. This is shown in Figure 7 for physisorption of
n-octane and isobutene and chemisorption of the t-butyl carbe-
nium ion in H-ZSM-22. The dashed line, indicated by the arrow,
represents the unique translational or rotational frequency
obtained from the MBH-PHVA calculation. The black line
spectrum illustrates the mixing of the translational and rotational
modes over several frequencies in the FHVA calculation, also
revealing the ambiguity when translational and rotational fre-
quencies are selected manually from the FHVA calculations. A
similar figure for the physisorption of isobutene in H-FAU can be
found in the Supporting Information (Figure S.2). Figure 7 also
shows that the unique translational and rotational frequencies of
the MBH-PVHA approach correspond reasonably well to the
frequency spectrum obtained from the FHVA calculations. The
frequency values are slightly higher, as expected in view of the
large part of the zeolite that is kept fixed in the MBH-PHVA
calculation, thus constraining the remaining motions.
FHVA and PHVA Adsorption Entropies. Table 4 compares the

immobile and mobile adsorbate method for the FHVA calcula-
tion of the physisorption entropies of n-octane and isobutene
and the chemisorption entropy of the t-butyl carbenium ion. The
3D and 3D rotational entropies of the molecules in the gas phase
are added, since the gas-phase translational/rotational entropy
can be regarded as a rough (but incorrect) estimate for the
adsorption entropies.9

The mobile adsorbate method as described in eq 1 has been
applied, using the translational and rotational frequencies ob-
tained from the MBH-PHVA approach explained in the pre-
vious paragraph. Because of the replacement of vibrational

contributions by free translational and free rotational contribu-
tions, entropy losses upon adsorption become smaller. A shift of
about 50 J mol-1 K-1 is observed for the entropies, assuming an
immobile versus a mobile adsorbate. Mobile adsorbate physi-
sorption and chemisorption entropies for n-octane, isobutene,
and t-butyl carbenium ion amount to -148, -126, and -102 J
mol-1 K-1 in H-ZSM-22, while the physisorption entropy for
isobutene amounts to -94 J mol-1 K-1 in H-FAU. As already
mentioned above, the entropy loss upon isobutene physisorption
is somewhat higher in H-ZSM-22 than in H-FAU, due to the
more confined structure of the former.
The immobile-mobile adsorbate entropy shift is independent

of the FHVA or PHVA scheme, and as a consequence, PHVA
and FHVA results are nearly identical and differ at most 10 Jmol-
1 K-1, as was also the case for the immobile adsorbate method.
Fluctuations observed in the immobile adsorbate method are also
present in the mobile adsorbate method (see Figure 5). There are
no systematic trends, and PHVA schemes with only one free
zeolite atom, [1,108] (H-ZSM-22) and [1,144] (H-FAU), yield
values that are very similar to the FHVA results. An uncertainty of
10 J mol-1 K-1 on the physisorption or chemisorption entropy
leads to an uncertainty of a factor 3 on the adsorption equilibrium
coefficient, which is very acceptable. Figures presenting the effect
of PHVA assuming amobile adsorbate, analogous to Figure 5, are
given in the Supporting Information (Figures S.3 and S.4) as well
as the numerical values for the physisorption and chemisorption
entropies (Tables S.2 and S.3, Supporting Information).
Comparison with Experiment. In Table 5, FHVA physisorp-

tion entropies for n-octane and isobutene in H-ZSM-22 and
H-FAU, assuming a mobile adsorbate, are compared with
experimental values and values reported for other molecular
simulations from literature. A very good agreement is observed
between the VASP physisorption entropies calculated in this
work and the experimental values determined by Denayer
et al.45,46 Our VASP calculated physisorption entropies also
nicely agree with QM-Pot(MP2//B3LYP) physisorption entro-
pies reported by De Moor et al.9 The good agreement between
these two different simulation methods for the physisorption of
isobutene in H-FAU indicates that the influence of the van der
Waals stabilizing interactions—these are adequately described
by QM-Pot(MP2//B3LYP) but not by VASP—on the value of
the entropies is rather limited for the zeolite systems under study.
Differences between our calculated physisorption entropies

and the literature data do not exceed 10-15 J mol-1 K-1. One of
the possible explanations for the differences between the simula-
tion and the experimental results may relate to the improper

Table 4. Immobile versus Mobile Physisorption and Che-
misorption Entropies of n-Octane, Isobutene, and t-Butyl
Carbenium Ion Calculated with FHVAa

H-ZSM-22 H-FAU gas phase

(J mol-1 K-1) immobile mobile immobile mobile 3D trans 3D rot

n-octane -189 -148 - - 168 117

isobutene -174 -126 -141 -94 159 96

t-butyl -152 -102 - - 159 104
aThe translational and rotational contributions to the entropy of the gas-
phase hydrocarbons are added as a reference.

Table 5. Comparison of Our Calculated Values for the
Physisorption Entropy of n-Octane (Mobile Adsorbate) with
Values Reported in Literature

(J mol-1 K-1) H-ZSM-22 H-FAU

n-octane

this work -148 -
Denayer et al.45,46a -159 -83 to-98

Eder et al.44 - -101

De Moor et al.9 - -88

isobutene

this work -126 -94

De Moor et al.9 - -100
aValues have been revisited, see De Moor et al.10
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description of internal frustrated rotational modes by the har-
monic oscillator approximation; such a refinement of the
approach can be the topic of a further thorough study.
Guidelines for Vibrational Analysis of Extended Systems.

From our results, we can state that the use of PHVA (indicated by
the dashed line in Figure 2) for zeolite systems, and by extension
for other catalytic systems, leads to a significant and structural
reduction of the computational resources needed. Evidently, this
advantageous use of PHVA is only possible with simulation
packages in which the partial Hessian calculation is implemented,
as is the case in VASP.33-36 For loosely bonded complexes, such
as physisorbed alkanes or alkenes and carbenium ions, themobile
adsorbate method is proposed, with an unambiguous selection of
the translational or rotational modes based on an MBH-PHVA
calculation using TAMkin.37,38 As discussed below, a well-con-
ditioned Hessian is however in any case required.
Based on this study on the physisorption and chemisorptions

of n-octane and isobutene in H-ZSM-22 and H-FAU, some
guidelines can be formulated for performing geometry optimiza-
tion and vibrational analysis on extended zeolite systems using
VASP.33-36 Strategies and settings for electronic energy calcula-
tions of extended zeolite systems are well established. However,
commonly used convergence criteria sufficiently accurate for a
geometry optimization appear not to be sufficiently tight for
successful normal-mode analysis; frequently, unwanted imaginary
frequencies are present, in particular for loosely bonded physisorp-
tion complexes. Stricter optimization criteria are thus necessary to
construct a well-conditioned Hessian, further compounding the
computational cost of the numerical Hessian calculations. As
illustrated in this study, this drawback can be largely overcome by
using PHVA schemes. Indeed, it has been shown that for the
systems considered in this study, even if only the zeolite acid
H-atom is considered to be free, the PHVA results are very
similar to the computationally much more expensive FHVA
results. A deviation from the FHVA adsorption entropy of 10 J
mol-1 K-1 at most has been found. This is a very important
conclusion, in view of the fact that a full vibrational analysis is in
general much more time-consuming than a geometry optimiza-
tion using more stringent convergence criteria. From the theo-
retical speed-up that can be calculated using eq 2, it is concluded
that the [1,108] PHVA scheme is some 9 times faster than FHVA
for isobutene physisorption inH-ZSM-22, i.e., the computational
cost is reduced by 89%. In H-FAU, the [1,144] PHVA scheme is
even 12 times faster, leading to a reduction of the computational
cost of 92%. Illustrating figures can be found in the Supporting
Information. Clearly, these schemes are computationally very

attractive for normal-mode analysis of extended zeolite
structures.
Although for studies of zeolite systems using VASP an energy

cutoff of 400 eV is widely accepted, we have shown that a cutoff of
600 eV was necessary for some loosely bonded physisorption
complexes. Figure 8 shows that convergence of the energy
differences and gradients starts at an energy cutoff of 400 eV
and explains the need for an energy cutoff of 600 eV in some of
the studied systems. Figure S.6 in Supporting Information shows
the convergence of the gradient as function of the plane-wave
energy cutoff for a larger number of atoms. In general, it can be
stated that obtaining a well-conditionedHessian requires that the
value of the plane-wave energy cutoff is set large enough to
ensure that energy differences and forces have converged and
that an energy cutoff of 400 eV is on the edge of what is required
to calculate reliable adsorption entropies in extended zeolite
systems.
Also, other extended catalytic systems than zeolites may

benefit from this study. As a general guideline, we propose to
check the convergence of the energy differences and forces as
function of the plane-wave energy cutoff (via some single point
calculations) in order to estimate the minimum energy cutoff
needed for a particular system, before effectively running the
Hessian calculations in VASP. Another option is to follow a
similar methodology as presented here for evaluating and
comparing FHVA and (various) PHVA results using
TAMkin.37,38

5. CONCLUSIONS

Physisorption and chemisorption of n-octane and isobutene
complexes in H-ZSM-22 and H-FAU have been studied using
periodic DFT calculations. A computationally efficient proce-
dure for performing normal-mode analysis in extended zeolite
systems is presented. Physisorption and chemisorption entropies
have been calculated from FHVA and various PHVA schemes.
All PHVA evaluations can be performed using the TAMkin
program, based on the FHVA Hessian without any additional
computational cost. The agreement between FHVA and PHVA
results is satisfactory, as differences in the calculated physisorp-
tion and chemisorption entropies do not exceed 10 J mol-1 K-1

provided that stricter convergence criteria for optimization are
used, especially for loosely bonded complexes in zeolites. Hence,
PHVA provides an attractive alternative for the computationally
demanding FHVA calculations to obtain reasonably accurate
entropies. The reduction of computational cost when performing

Figure 8. Influence of energy cutoff (a) on the physisorption/chemisorption energy and (b) on the gradient of some arbitrarily chosen atoms of a
nonoptimized isobutene, i-butoxy, t-butoxy, and t-butyl complexes in H-ZSM-22.
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a PHVA instead of a FHVA is significant and amounts to 1 order
of magnitude for the systems in this study.

An unambiguous method is presented for the identification of
hydrocarbon rotational and translation modes relative to the
zeolite. These modes are needed for the application of the mobile
adsorbate method in case of loosely bonded complexes. The
vibrational frequencies corresponding to these translational and
rotational modes that are replaced by free translational and
rotational contributions are easily identified based on a MBH-
PHVA calculation using the TAMkin package. Physisorption
entropies of n-octane and isobutene in H-ZSM-22 and H-FAU
obtained from the mobile adsorbate method are predicted within
10-15 J mol-1 K-1 as compared to experimental and simulated
data available in literature.

The (MBH-)PHVA procedure presented in this work is
directly applicable to calculate activation entropies and reaction
entropies in extended zeolite systems. The procedure also
provides a more efficient methodology for normal vibrational
analysis in other extended (catalytic) systems.
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ABSTRACT: The accurate prediction of ligand binding affinities to a protein remains a desirable goal of computational
biochemistry. Many available methods use molecular mechanics (MM) to describe the system, however, MM force fields cannot
fully describe the complex interactions involved in binding, specifically electron transfer and polarization. First principles approaches
can fully account for these interactions, and with the development of linear-scaling first principles programs, it is now viable to apply
first principles calculations to systems containing tens of thousands of atoms. In this paper, a quantum mechanical Poisson-
Boltzmann surface area approach is applied to a model of a protein-ligand binding cavity, the “tennis ball” dimer. Results obtained
from this approach demonstrate considerable improvement over conventional molecular mechanics Poisson-Boltzmann surface
area due to the more accurate description of the interactions in the system. For the first principles calculations in this study, the
linear-scaling density functional theory program ONETEP is used, allowing the approach to be applied to receptor-ligand
complexes of pharmaceutical interest that typically include thousands of atoms.

1. INTRODUCTION

With the growing number of experimentally determined 3D
molecular structures refined to a high atomic resolution, molec-
ular modeling is expanding its role in understanding structure/
function relationships of biomolecules. Techniques of increasing
sophistication are available for describing atomic forces, ranging
from classical molecular mechanics (MM) with coarse grained or
atomistic force fields to first principles electronic structure
calculations.1 Computational simulations with these techniques
can be used to calculate structural, dynamic, and thermodynamic
properties and have found wide usage as tools for assessing
potential pharmaceutical drugs and for potentially reducing the
need for experimental work.

A central problem in drug discovery is the prediction of
receptor-ligand binding free energies. Among the many ap-
proaches available for free energy calculations, docking and
scoring2 are among the least computationally expensive but also
most approximate. In these methods ligand orientations (poses)
are assigned scores, and the quality of the fit is expressed by an
empirical function, the scoring function. These scores are used to
rank each pose relative to other poses and other ligands. Methods
with a higher level of statistical mechanics rigor includemolecular
mechanics Poisson-Boltzmann surface area (MM-PBSA)3 and
molecular mechanics generalized Born surface area (MM-
GBSA).4 These methods estimate absolute free energies of
bound and unbound reference states using molecular dynamics
(MD) simulations to sample phase space. Free energies of bind-
ing are obtained as averages of interaction energies over snap-
shots from the MD simulations with entropic contributions
calculated from vibrational frequency calculations and the solva-
tion free energy contributions from an implicit solvent model.
Although this approach has found extensive usage, especially for
the calculation of relative free energies of binding, its accuracy is

limited by the approximate nature of including entropy and
solvation effects as well as the force field, which is required to
reproduce structures and energies with high accuracy. At the most
theoretically rigorous end of the spectrum we have methods, such
as potentials of mean force and alchemical free energy calculation
approaches.5 An example of an alchemical method is thermo-
dynamic integration (TI). It follows an unphysical pathway,
where one ligand is mutated to another. It evaluates ratios of
partition functions to estimate relative binding free energies and
their gradual change during themutation, which happens in small
steps and fully includes the entropic and solvation contributions
which are heavily approximated with the less rigorous approaches.
In principle, alchemical free energy calculations allow the exact
prediction of relative binding free energies, at very high compu-
tational cost. However, inadequacies in the force fields used and
insufficient sampling introduce errors into the calculated free
energies. These errors are exacerbated by ligands that cause
changes which are difficult to capture by classical force fields,
such as charge transfer and polarization or conformational change
on binding, which may require extremely long simulations.

A large number of force fields have been developed and
extensively parametrized for common amino acids found in pro-
teins, but the development and parametrization of force fields for
general ligands are a muchmore difficult task. Even in the protein
force fields there are issues with their transferability and accuracy,
as their form can allow only for an average picture of electronic
polarization and no inclusion of electronic charge transfer; yet
these effects are ubiquitous and can often make important
contributions to energies and structures. Promising progress is
being made into polarizable force fields,6 but these approaches
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are still not as general or as able to achieve the required levels of
accuracy.

First principles quantummechanical (QM)methods explicitly
include the electrons and therefore can fully take into account the
electronic charge transfer and polarization and are transferable to
any chemical environment. They are therefore ideal for biomo-
lecular simulations, since the interactions between ligand and
receptor always involve rearrangement of electrons to a certain
extent, and first principles calculations would be expected to
provide more accurate binding free energies. The most widely
used first principles approach is Kohn-Sham density functional
theory (DFT),7 as it offers a good compromise between accuracy
and computational cost. However, the applicability of first
principles calculations in such simulations is limited because in
general they are 1000 times more computationally demanding
than force field approaches, and more importantly, their compu-
tational cost increases with the third power in the number of
atoms. In practice this limits the size of the calculations to a few
hundred atoms at most, while most biomolecular systems of
interest tend to include thousands of atoms. In cases where
quantum calculations are unavoidable, such as for example, in the
study of chemical reactions in the active sites of enzymes, small
parts of the active site are simulated using quantum mechanics
while the rest of the system is described by a classical force field. A
variety of suchQM/MMapproaches have been developed,8,9 but
their application requires extensive experience in order to effect a
physically meaningful partition of the system to QM and MM
regions and also to properly describe the interaction between
these two fundamentally differentmodels. An alternative approach
would be to perform first principles calculations on the entire
biomolecular system if there was a way to avoid their cubic
scaling cost. This can be achieved by using linear-scaling first
principles approaches10 which have the capability for calculations
onmany thousands of atoms. The development of such approaches
has been slow, as it required dealing with a variety of nontrivial
physical and computational issues, but today a number of
linear-scaling DFT packages are available such as ONETEP,11

CONQUEST,12 SIESTA,13 and others.14

In this work we are evaluating the use of first principles
calculations in combination with a classical force field to simulate
host-guest interactions. The system we have selected to study is
a model for a protein ligand-binding cavity based on a self-
assembling superstructure, the “tennis ball”dimer (Figure 1). We
have chosen this model as it combines simplicity with realism and
also because there are previous computational15 studies and
experimental16 data to compare with. We first compare structure
optimization with a force field and first principles approaches in

terms of the structural parameters. We then introduce dynamic
effects through MD simulations and compare binding energies
calculated fromMM-PBSA andQM-PBSA to experimental values.
For our first principles calculations we use linear-scaling DFT as
implemented in the ONETEP11 program which has a demon-
strated capability for DFT calculations with thousands of atoms.17

These are the length scales of several proteins of relevance to
current therapeutical challenges, and therefore the use of linear-
scaling DFT will allow, with further future testing and validation,
the application of first principles-based simulations to some of
these proteins.

In Section 2.1 the ONETEP approach is discussed. Section 2.2
will detail the computational methods used in this study. Section
2.3 will outline the procedure and parameters. In Section 3 the
results are given and analyzed, and Section 4 summarizes our
results and conclusions.

2. METHODS

2.1. The ONETEP Approach. The ONETEP11 program is a
linear-scaling DFT code that has been developed for use on
parallel computers.18 ONETEP combines linear scaling with
accuracy comparable to conventional cubic-scaling plane-wave
methods, which provide an unbiased and systematically impro-
vable approach to DFT calculations. Its novel and highly efficient
algorithms allow calculations on systems containing tens of
thousands of atoms.17 ONETEP is based on a reformulation of
DFT in terms of the one-particle density matrix. The density
matrix in terms of Kohn-Sham orbitals is

Fðr, r0Þ ¼ ∑
¥

n¼ 0
fnψnðrÞψ�

nðr0Þ ð1Þ

where fn is the occupancy and ψn(r) and ψn(r0) are the Kohn-
Sham orbitals. In ONETEP the density matrix is represented as

Fðr, r0Þ ¼ ∑
R
∑
β
φRðrÞKRβφ

�
βðr0Þ ð2Þ

where φR(r) is the localized nonorthogonal generalized Wannier
functions19 (NGWFs) and KRβ, which is called the density
kernel, is the representation of fn in the duals of these functions.
Linear-scaling is achieved by truncation of the density matrix,
which decays exponentially for materials with a band gap and
by enforcing strict localization of the NGWFs onto atomic
regions. In ONETEP as well as optimizing the density kernel,
the NGWFs are also optimized, subject to a localization

Figure 1. Two-dimensional (2D) diagram of the monomer (left). Truncated structure of the tennis ball depicting the shape of the cavity (middle).
Encapsulation of a methane molecule in the whole dimer (right).
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constraint. Optimizing the NGWFs in situ allows for a minimum
number of NGWFs to be used while still achieving plane-wave
accuracy. TheNGWFs are expanded in a basis set of periodic sinc
(psinc) functions,20 which are equivalent to a plane-wave basis as
they are related by a unitary transformation. Using a plane-wave
basis set allows the accuracy to be improved by changing a single
parameter, equivalent to the energy cutoff in conventional plane-
wave DFT codes. The psinc basis set provides a uniform des-
cription of space, meaning that ONETEP does not suffer from
basis set superposition error.21

2.2. MM-PBSA and QM-PBSA. The MM-PBSA3 approach is
commonly used to calculate relative (and absolute) binding
affinities of small molecules to proteins via differences between
bound and unbound states. Representative structural ensembles
are generated by MD simulations in explicit solvent. Snapshots
are extracted at constant time intervals, and the solventmolecules
and counterions are removed. Binding energy calculations are
then performed on the individual structures using the MM force
field together with an implicit solvent approach (PBSA). The free
energy of binding is then obtained as an average over the
ensemble binding energies. In the solvent model the polar
solvent contributions are calculated via the Poisson-Boltzmann
(PB) equation, and the nonpolar solvent contributions are cal-
culated from the solvent accessible surface area (SA). The free
energy of binding is calculated according to

ΔGbind ¼ ÆΔHvacæþ ÆΔGsolvæ- TÆΔSæ

¼ ÆΔHvacæþ ÆΔGpolar
solv æþ ÆΔGnonpolar

solv æ- TÆΔSæ ð3Þ

Where ÆΔHvacæ arises from the average difference in van der
Waals and electrostatic contributions from the MM force field,
ÆΔGsolvæ is the average free energy of solvation from the PBSA
model, and ÆΔS æ is the entropy of binding which is approximated
from harmonic vibrational frequency calculations averaged over
the snapshots. A common assumption is that similar ligands
bound to the same receptor contribute comparably to the
binding entropy, and hence this term is often omitted from the
calculations. The difference in free energies of binding between
two ligands, A and B, is then given by

ΔΔGA f B ¼ ΔÆΔHvacæA f B þΔÆΔGsolvæA f B ð4Þ

The MM-PBSA method used in this study is the single-
trajectory approach. In this approach the receptor and ligand
structures are taken from the geometry of the complex. It has
been observed that this approach produces relative free energies
of binding that converge faster with the number of snapshots
sampled and are also more accurate, compared to the three-
trajectory approach, due to cancellation of errors.22

A significant source of error in MM-PBSA can be the accuracy
of the interaction energies computed for each snapshot, as this
depends on the selected force field. Several attempts have been
made toward overcoming these limitations by the inclusion of
the rigor of quantum mechanics in QM-PBSA extensions of the
MM-PBSA approach, which uses semiempirical QM23 or hybrid
QM/MM.24,25

More recently a QM-PBSA approach26 has been presented,
where the calculation of the interaction energies by the force field
is replaced by DFT calculations on the entire molecules involved.
In more detail, the energy of each snapshot is obtained as EQM =
EDFT þ Edisp, where Edisp is the dispersion correction27 to the

total DFT energy, EDFT. The free energy of solvation for each
snapshot from the MM-PBSA calculation is scaled to match the
electrostatics of the QM calculation in the following way:

ΔGQM
solv ¼ ΔGMM

solv
ΔEQM
ΔEMM

� �
ð5Þ

whereΔEMM is the total binding energy from theMM force field,
and, as in usual MM-PBSA, is averaged over the snapshots and
added to the total DFT energy to give the free energy of binding
as

ΔGtot ¼ ÆΔEQMæþ ÆΔGQM
solv æ ð6Þ

The scalingmethod used in previous works26 scaled the solvation
energy by the fraction of the electrostatic components of the
binding energy. In our system that scaling method does not work
since dispersion interactions are responsible for most of the
binding energy, leading to the MM electrostatic component of
the binding energy in the denominator, being very close to zero.
We found that the simpler form shown in eq 5 produces reason-
able solvation energies.
The first application of QM-PBSA26 has been on protein-

protein interactions. The results obtained were in good agree-
ment with the MM-PBSA, most likely because the force field
employed has been extensively and carefully parametrized for
protein systems and improved over a number of years. As our
present system does not consist of amino acids, we do not have
the advantage of using such a well-developed force field. This is a
situation which is common in drug design as nonstandard
residues and new ligands are explored and the reliability of a
general force field needs to be checked on a case by case basis.
Here we are aiming to investigate how QM-PBSA can be used in
such a case, as a an accuracy benchmark for MM-PBSA or as an
alternative approach.
2.3. Simulation Details. The tennis ball structure was built

and loosely minimized with the MOE28 program. MM simula-
tions were carried out using the AMBER 1029 package. The
tennis ball was modeled using the generalized AMBER force
field30 (gaff) and solvated with the CHCl3 explicit solvent model
(as implemented in AMBER 10) in a periodic box.
To equilibrate the system, the hydrogens were relaxed keeping

all heavy atoms restrained in the host and solvent, then relaxing
the solvent with restraints still on the host. The system was
heated to 300 K still restraining the host for 200 ps with the NVT
ensemble and ran for a further 200 ps with the NPT ensemble at
300 K in order to equilibrate the solvent density. This was cooled
to 100 K over 100 ps and minimization’s carried out reducing the
restraints on the host heavy atoms in stages (500, 100 ,50, 20, 10,
5, 2, 1, and 0.5 kcal mol-1 Å-2). Finally the system was heated to
300 K with no restraints over 200 ps and then ran for a further
200 ps at 300 K with the NPT ensemble, at the end of which the
root mean squared deviation of the carbon, nitrogen, and oxygen
atoms was converged and less than 0.8 Å relative to the starting
frame. production simulations were run for 2 ns with the NPT
ensemble at 300 K. All MD simulations used the Langevin
thermostat, the particle mesh Ewald (PME) sum for the electro-
static interactions, a time-step of 2 fs, and the SHAKE
algorithm.31 For the MM-PBSA calculation an infinite non-
bonded cutoff was used with a dielectric constant of 4.5 to
represent the chloroform solvent. All ONETEP single-point
energies were converged to 0.0002 hartree (∼0.1 kcal mol-1).
Four NGWFs were used to describe carbon, oxygen and
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nitrogen, 1 for hydrogens and 9NGWFs for the halogen atoms. A
kinetic energy cutoff of 800 eV for the psinc basis set was used, with
the GGA exchange-correlation functional PBE32 combined with
our implementation of the DFTþD approach to account for
dispersion parametrized specifically for this functional.27

3. RESULTS AND DISCUSSION

3.1. Validation tests. In cases where two different approaches
are used to explore the conformational space, the compatibility of
the methods used is an important consideration.33 First, it is
desirable that the minima on the potential energy surface bet-
ween the QM and the MM approach are as close as possible. To
investigate this we have carried out geometry optimizations of
the three complexes using ONETEP and AMBER. We have also
carried out further validation of the QM approach by doing the
same geometry optimizations with the Gaussian34 program
which can perform all-electron DFT calculations with Gaussian
basis sets. For these all-electron calculations we used a correla-
tion consistent split valence basis set (cc-pVDZ35) and the B97
exchange-correlation functional36 with the DFTþD approach
for including dispersion contributions, as parametrized by
Grimme et al.37 The structural parameters between the opti-
mized geometries by the three methods were compared. Bond
lengths vary by less than 0.03 Å, and internal angles, such as those
within rings, vary by less than 0.5, with the more flexible angles
differing by 2-3. Hydrogen bonds from ONETEP (Gaussian)
are shorter than these from the AMBER optimized structure by
0.2 Å (0.1 Å), and the distance separating the monomers differs
by as much as 0.5 Å between the ONETEP and AMBER
structures. All the methods predict hydrogen bonds which are
longer by around 0.2 Å for the CHCl3 complex compared to the
tennis ball complexed with CH4 or CF4 and the empty dimer,
which is to be expected as the CHCl3 is slightly larger than the
size of the empty cavity.
As we are interested in properties at finite temperatures

(usually room temperature), using only equilibrium geometries
is not sufficient, as dynamical motion causes the molecules to
visit many configurations which can differ from the relaxed
structures. Thus, MD simulations are run for time scales which
are long enough (ns) to sample the dynamical behavior of this

system, using the classical force field approach. The importance
of accounting for dynamic motion for the tennis ball system is
shown in Figure 2. Here we examine hydrogen-bond lengths in
the CH4 and CHCl3 complexes throughout the 2 ns MD
simulations. During the simulation, the hydrogen bonds in the
CH4 complex are stable, staying at around 2 Å. In contrast, the
hydrogen bonds in the CHCl3 complex are intermittent. We
observe that the dimer opens at a point, around 4 Å, then moves
back into position, re-establishes the hydrogen bond, and breaks
at another point. This happens due to the size of the chloroform
ligand; it is too large to fit comfortably between the monomers
causing the cavity to open and close during the simulation.
Figure 2 demonstrates that the CHCl3 complex has one hydro-
gen-bond broken most of the time. In this case the minimum
energy structure, which has all the hydrogen bonds intact, albeit
elongated, will not provide an adequate description of the
ensemble of structures encountered at room temperature. We
can demonstrate this further by noting that the binding energy
for the CHCl3 complex as calculated with ONETEP on the
optimized structure is 2.6 kcal mol-1, while when taking into
account 200 snapshots extracted from the MD ensemble, it is-
7.1 kcal mol-1 (see Section 3.2), in close agreement with the
experimental value of-7 kcal mol-1. As a dynamical ensemble of
structures is necessary for this study, we also need to confirm that
the conformations sampled by the force field are not unphysical
as far as the QM potential energy surface is concerned. To
explore this issue, we have compared forces on atoms calculated
from ONETEP and AMBER on several of the snapshots. An
indication that the compatibility of the two approaches is good in
this case is given by the values reported in Table 1, which presents
the average (maximum) of the absolute values of the force on all

Figure 2. Plots of the hydrogen-bond lengths from four hydrogen-bonding positions (CdO0s of top monomer to H—N0s of bottommonomer) in the
CH4 complex (left) and CHCl3 complex (right). Structures taken as ‘‘snapshots’’ at two points of the simulations are shown, the green dashed lines
represent the hydrogen bonds present at each snapshot. In the graphs, the four colored lines correspond to the four hydrogen bonds measured in each
complex (phenyl rings not displayed).

Table 1. Average (Maximum) of Forces on Atoms from
AMBER and ONETEP from 10 Snapshotsa

complex ONETEP AMBER

CH4 29.3 (153.0) 29.9 (107.0)

CHCl3 29.3 (147.8) 29.7 (105.0)

CF4 30.1 (150.8) 30.1 (128.1)
aValues in kcal/mol/Å.
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atoms over 10 equally spaced snapshots. Even though these agree
extremely well between the two approaches, if we look inmore detail
at individual atoms, the agreement is not so good. The largest
difference between the QM and MM forces on any single atom is
80 kcal mol-1 Å-1, but for most atoms, it is less than 20 kcal mol-1

Å-1. Figure 3 compares the forces between QM and MM between
individual atoms for a single snapshot of the CH4 complex, colored
according to the type of element. We can observe that for hydrogen
and carbon atoms both ONETEP and AMBER forces agree reason-
ably well. The large differences on the oxygen and nitrogen atoms are
as expected, this is because the parametrization of the ligand is done
in group-wise fashion, so an amine-group will have a charge of one,
but it is not clear how the charges are distributed over the atoms, thus
the charges for heteroatoms will strongly differ from ONETEP
causing a strongdifference in gradient. This behavior is representative
of all snapshots for the three systems. Our comparisons show that
there is substantial variability in the forces obtained with the two
approaches, however the forces in both cases are within expected
ranges, and the average forces are comparable. This suggests that no
unphysical conformations are visited by the force field.
Having established the importance of taking into account the

dynamical behavior of this system, we finally tested the

convergence of PBSA energies as a function of the number of
MD snapshots. An increasing number of snapshots was used,
obtained by sampling uniformly through the 2 ns production
simulations. From each simulation, 50, 100, 160, and 200 equally
spaced snapshots were extracted to study the convergence. We
found that the variation in the binding free energies calculated in
ONETEP or AMBER when going from 50 to 200 snapshots was
less than 0.2 kcal/mol for all systems studied. All MM- and QM-
PBSA results we report here were obtained using 200 snapshots.
3.2. Free Energies of Binding. The energies of binding that

were obtained with the MM- and QM-PBSA approaches for all
the complexes are presented in Table 2. The table shows the
enthalpies of binding (ΔH) computed from either the force field
or the DFT calculations with ONETEP and the free energy of
binding (ΔG), which includes solvation contributions. We
observe that for CH4 AMBER predicts a ΔH that agrees well
with experiment (to <0.3 kcal mol-1), however it overestimates
the ΔH for the halogen-containing ligands to over twice the
experimental value. This suggests that the force field does not
capture well the interaction energies of the halogen atoms with
the cavity. ONETEP produces ΔH values that are in close
agreement (within 0.1 kcal mol-1) to the experimentally deter-
mined ΔH values, which supports further our earliest observa-
tion that the ensemble of structures provided by the force field
has a high overlap with the QM ensemble. The larger standard
errors in the calculated energy differences for the CHCl3 com-
plex, 0.27 kcal mol-1 compared to 0.04 kcal mol-1 for CH4, are
expected since this structure shows considerably more fluctua-
tion than the other complexes, as we saw in Figure 2.
Since AMBER overestimates the interaction energies for the

halogen-containing ligands, the calculatedΔΔG’s predict a more
favorable interaction than was found experimentally and in the
previous computational study. Our improvements by the QM
calculations refer to the enthalpic part of the binding energies,
and indeed we can observe that the ΔΔH values are a very good
match to experiment.
As the enthalpy is accounted for so well, and the free energy of

solvation in this case makes a minimal contribution due to the
nonaqueous solvent, the large discrepancy in the free energy
differencesΔG can be attributed to the neglect of configurational
entropy. When considering the ΔΔG values a large fraction of
this error is canceled, and we obtain reasonably good agreement
with experiment [2.7 versus 5.2 kcal mol-1 for ΔΔG(CH4 f
CHCl3) and 3.2 versus 2.8 kcal mol-1 for ΔΔG(CH4 f CF4)]
for ONETEP, while the AMBER values show discrepancies of
more than 5 kcal mol-1, precisely due to the bad estimation of
enthalpy.
Previous computational results by Fox et al.15 were obtained

from TI calculations. Simulations were performed with AMBER
4.1 using the all-atom force field by Cornell et al.38 and the partial
charges obtained from a multiple molecule RESP fit. Table 3
compares their results to TI free energies we obtained with
AMBER 10 using the gaff force field and with our MM- and QM-

Figure 3. Correlation between |FQM| and |FMM| for a single snapshot of
the CH4 complex. Other snapshots and complexes show similar behavior.

Table 2. MM- and QM-PBSA Results Presenting Binding
Free Energies Separated into Differences in Enthalpy and
Free Energy and Relative Differences between Ligands Using
CH4 as a Reference

a

ΔH ΔG

MM-PBSA QM-PBSA expt16 MM-PBSA QM-PBSA expt16

CH4 -8.7( 0.05 -9.0( 0.04 -9 -8.5 ( 0.05 -8.9( 0.05 -3.0
CHCl3 -16.8( 0.19 -7.1( 0.27 -7 -14.9( 0.16 -6.2( 0.23 2.2
CF4 -12.6( 0.09 -6.0( 0.08 N/A -11.9( 0.08 -5.7( 0.08 -0.215

ΔΔH ΔΔG

MM-PBSA QM-PBSA expt16 MM-PBSA QM-PBSA expt16

CH4 f CHCl3 -8.1 2.1 2 -6.4 2.7 5.2
CH4 f CF4 -3.9 3.0 N/A -3.4 3.2 2.815

aΔH is the energy in vacuum. ΔG is the vacuum energy plus the
solvation energy (for MM- and QM-PBSA this term does not include
conformational entropy).

Table 3. Relative Binding Free Energies (kcal/mol) Ob-
tained via TI by Fox et al.a

TI15 TI with gaff QM-PBSA MM-PBSA expt16

CH4 f CHCl3 7.8 7.2 2.8 -6.4 5.2

CH4 f CF4 0.9 0.1 3.2 -3.4 2.8
aTI results using the gaff and results from our QM-PBSA approach.
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PBSA results. We observe that both TI approaches obtain
comparable relative binding free energies (7.8 versus 7.2 kcal
mol-1 for CH4 f CHCl3 and 0.9 versus 0.1 kcal mol-1 for
CH4 f CF4) and considerably better than MM-PBSA
(ΔΔG(CH4 f CHCl3) of 7.8 kcal mol-1 rather than-6.4 kcal
mol-1). While TI is a more rigorous approach which fully
accounts for entropic effects, we observe that our QM-PBSA
energies achieve improved agreement with experiment. So at least
in this system the accurate description of interaction energies that
is provided by the DFT calculations is critical for the correct
calculation of free energy differences.
As we have mentioned in the Introduction, force fields are

significantly less computationally demanding than first principles
quantum calculations, and this is reflected in our timings. For
example, a single-point energy force field calculation on one of
our complexes takes about 0.35 core seconds on an Intel CORE2
machine, while the same calculation with DFT takes about
24 core hours on the same computational platform. Therefore
in terms of throughput, the force field calculations have a clear
advantage. However, the point is that in several cases the
unbiased and accurate description that is provided by the first
principles calculations can be indispensanble. For example, ele-
ctronic polarization, or halogen-π interactions, which are
poorly described by available force fields. We therefore expect
that large-scale first principles quantum calculations will be a
valuable tool in the final stages of computational drug design
where careful refinement is required. The linear-scaling formal-
ism makes it feasible to extend the application of these calcula-
tions to biomolecules with thousands of atoms, especially in
combination with new HPC technologies such as GPUs and
peta-scale supercomputers.

4. CONCLUSIONS

In this paper we have presented an approach for reducing
some of the limitations of the MM-PBSA method. Toward this
aim we have used the ONETEP program to calculate the QM
interaction energies with solvation contributions extracted from
a traditional MM-PBSA method and scaled to match the QM
energies. Conformational space was sampled with classical force
field molecular dynamics simulations, and the compatibility of
the structural ensemble, with respect to the potential energy
surface, was checked by comparing forces on atoms between the
two methods. These showed that, although there was substantial
variation in the forces obtained with the two approaches, the
forces in both cases were within expected ranges and that no
unphysical conformations appear to be visited by the force field.
This QM-PBSA approach obtained energies which are significantly
improved over theMMcomputed energies, with enthalpic energies
agreeing with experimental ΔH values to within 0.1 kcal mol-1.
The neglect of entropy leads to poor agreement with experi-
mental absolute binding free energy values, however, relative
binding free energies show considerable improvement agreeing
well with experiment. These even show an improvement over the
more rigorous TI method.

While the model we have studied is relatively simple and small
(for biomolecular standards), it does include important and
difficult to capture interactions, such as halogen-π interactions,
which are not at all well described by force fields and even
hydrogen bonds whose accurate description by nonquantum
methods is reasonable but cannot be taken for granted. Therefore
this is a small but important step toward modeling some of the

crucial interactions in real protein-ligand systems. Armed with
the experience from this study and with the ability of ONETEP
for DFT calculations with thousands of atoms, we can in the
future extend our investigation with QM-based free energy
approaches to protein-ligand complexes of pharmaceutical
interest. These typically include further challenges, such as
rotatable bonds in the ligand, ligand and pocket desolvation,
and partial solvation of the bound ligand in the case of solvent-
exposed binding pockets.
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ABSTRACT:Wavelet transform has been used to correlate spectroscopic and structural properties from trajectories obtained by ab
initiomolecular dynamics simulations. This method has been applied to hydrogen bond dynamics of glycols in heavy water solutions,
showing how the stretching frequency of the intramolecular O-H bond changes with the intermolecular hydrogen-bond distance.
The resulting wavelet spectrograms have been interpreted according to H-bond strength and stability.

1. INTRODUCTION

Classical and ab initio molecular dynamics (MD) simula-
tions are powerful tools used to study the structure and
dynamics of condensed systems. In particular, the Car-
Parrinello approach is well suited to analyze condensed
systems with fairly strong intermolecular interactions, like
hydrogen bonding. For these specific interactions, the vibra-
tional density of states (VDOS) and the vibrational spectra are
particularly significant probes of the structural and dynamic
properties of the system. Fourier Transform (FT) is the most
commonly used mathematical tool to extract spectral informa-
tion from time-resolved signals and from trajectories of
molecular dynamics simulations. However, there is additional
information hidden in the MD trajectories that cannot be
sorted out by this approach. In fact, FT extracts the frequency
content of a time signal, but it is unable to localize the
frequency of a signal in time. This information could be
relevant in enlightening the dynamics of the system and in
the deconvolution of the steady state spectroscopic response.
The wavelet transform (WT) is another type of integral
transform, which is able to perform both time-frequency and
multiresolution analysis, and for this reason, its use in theore-
tical and computational chemistry is gradually increasing. In
particular, it has been applied to electronic structure
calculations1-5 and to molecular dynamics6-8 also to obtain
time-dependent vibrational frequencies.9,10

In the present work, WT has been used to correlate
vibrational frequencies of two molecular systems with other
time-dependent structural properties. The simulated molec-
ular systems are two glycols in heavy water solutions, which
have been investigated by ab initio molecular dynamics, using
the Car-Parrinello method,11 to take into account polarization
effects and charge transfer and correctly describe the hydrogen-
bond interactions. Therefore, structural and dynamic properties
of the diols have been analyzed from the trajectories of the
simulations.

WT has been employed to improve the analysis of H-bond
dynamics and its relation with spectroscopic properties. Since in
molecular dynamics simulations it is always possible to associate
to each simulation step a structural quantity, a distance-frequency

correlation showing how the VDOS changes with a particular
H-bond length has been obtained.

The glycols simulated in the present work are propane-1,3-
diol (propanediol, PDO) and ethane-1,2-diol (ethylene glycol,
EG), two homologous compounds of industrial interest that
interact with the aqueous solvent mainly through intermolecular
hydrogen bonds. PDO is a transparent, nontoxic liquid glycol
that can be obtained by fermentation of sugars and can replace
other glycols in formulations where petroleum-free ingredients
are needed.12 EG is the lower homologue of PDO and is mainly
used as an antifreeze and a medium for convective heat transfer
due to its low freezing point. For both PDO and EG, a deep
knowledge of the hydrogen-bond interactions and of the solva-
tion dynamics is needed to improve their use in industrial
applications. These glycols are study cases of particular interest
since they have two interaction sites with the water solvent, and
the analysis of the hydrogen bond features is challenging because
of the overlap of the solvent-solvent and solute-solvent
contributions.

The structure of the paper is as follows. In section 2, details of
the computational procedure are reported, and the essentials of
the wavelet analysis are described together with the implementa-
tion carried out in the present work. In section 3, the structural
and electronic properties obtained with the usual Fourier Trans-
form analysis are described, and then, the time-frequency analysis
and the structure-frequency correlation obtained by wavelet
analysis are discussed. Section 4 contains some concluding
remarks.

2. COMPUTATIONAL DETAILS

Ab initio molecular dynamics simulations have been per-
formed for PDO and EG in water. These simulations have been
carried out with the CPMD package13 in the microcanonical
ensemble (NVE) in conjunction with the BLYP14,15 exchange
and correlation functional, in cubic boxes with edges of 12.7005 Å
(for PDO) and 12.6819 Å (for EG), with periodic boundary
conditions. The samples in the two simulation boxes are made of
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one solute molecule and 64 D2O molecules (at the experi-
mental density of deuterated water, ∼1.106 g cm-3). Norm-
conserving Martins-Troullier16 pseudopotentials have been
used along with Kleinman-Bylander17 decomposition, and
the plane waves expansions have been truncated at 85 Ry (this
choice has been shown to be particularly effective in CPMD
simulations18). In order to use a larger time step (δt of 5 au ∼
0.12 fs), hydrogen atoms have been replaced by deuterium
atoms. The fictitious electronic mass has been set at 700 au to
allow for a good decoupling between electronic and nuclear
degrees of freedom. The systems have been thermalized by
scaling the atomic velocities for 2 ps in order to keep the
temperature at the value of 300( 50 K, and the trajectories for
both systems have been collected for ∼32 ps.

The data collected from the two simulations of the glycols
have been compared with corresponding CPMD simulations
in vacuum. The computational parameters used in vacuum
simulations, such as cell parameters, energy cutoff, and time
step, are the same as those in water simulations. To further
check the accuracy in the reproduction of the structural
parameters for the isolated diols with the computational
approach adopted, geometry optimizations have been carried
out with the GAMESS package19 at the MP2 and density
functional theory (DFT) levels of theory (using the BLYP14,15

and B3LYP15,20,21 exchange-correlation functionals) with the
6-311þþG(d,p) basis set.

A comparison of experimental and calculated data is
reported in Table 1, showing only minor differences between
all electrons and pseudopotential calculations. All calculated
normal mode frequencies are real and positive, ensuring that
the systems are in their respective equilibrium configurations.
2.1. Wavelet Analysis. The FT is the conventional method

used to extract the frequency content of a time-resolved signal
f(t):

f̂ ðωÞ ¼
Z þ¥

-¥
dt e-iω 3 t f ðtÞ ð1Þ

A limitation of such an integral transform is that it cannot show
how the frequency of interest changes with time due to variation
of the intermolecular interactions.
Recently, it has been shown that WT can be applied to

chemical problems,24,25 and particularly to molecular dynamics
simulations in order to sort out both structural and time-dependent
properties.6-10 Actually, WT can be seen as a mathematical tool
that performs time-frequency analysis by using a set of time-
window functions called wavelets, ψn,s, that sample the f(t)
signal. The ψn,s wavelets are obtained by time-translation and
time-dilatation of a generating function called “mother wavelet”.
These features are regulated by the couple of n and s integer
parameters, as will be discussed in more detail in the following. In
the present work, the Morlet-Gabor mother wavelet26 has been
used, which is a Gaussian-like functionmultiplied by a plane wave
defined as

ψðtÞ ¼ 1

π1=4
eiω0 3 t e-t2=2σ2 ð2Þ

where ω0 and σ represent the main oscillation frequency of the
plane wave and the width at half-height of the Gaussian time-
window, respectively. Kirby27 showed that this mother wavelet is
one of the most successful in reproducing the Fourier power
spectra.
This function is translated and stretched by the n and s

parameters, to give the entire set of wavelet functions {ψn,s}:

ψn, sðt0Þ ¼ ψ
t0 - n 3 t

s

� �
ð3Þ

Table 1. Structural Parameters

ethane-1,2-diola Howard et al.22 BLYPb B3LYPb MP2b CPMDc

r(C-C) 1.514 1.527 1.517 1.513 1.523

r(C-O1) 1.433 1.454 1.434 1.431 1.457

r(C-O2) 1.421 1.440 1.421 1.418 1.444

r(O1-H) 0.961 0.971 0.961 0.961 0.974

r(O2-H) 0.964 0.975 0.965 0.964 0.977

r(O1 3 3 3H) 2.331 2.434 2.399 2.323 2.418

θ(O1-C-C) 106.1 106.7 106.8 106.2 106.8

θ(O2-C-C) 111.2 112.2 112.0 111.1 112.2

φ(H-O1-C-C) -166.0 -164.8 -166.7 -164.0 -166.6

φ(H-O2-C-C) -51.5 -54.9 -53.6 -51.9 -52.1

propane-1,3-diola Kinneging et al.23 BLYPb B3LYPb MP2b CPMDc

r(C3-C4) 1.514 1.533 1.523 1.518 1.528

r(C4-C5) 1.514 1.543 1.532 1.527 1.539

r(C3-O1) 1.410 1.461 1.439 1.435 1.465

r(C5-O2) 1.410 1.441 1.422 1.420 1.445

r(O1-H) 1.040 0.972 0.962 0.962 0.975

r(O2-H) 0.980 0.977 0.967 0.965 0.979

r(O1 3 3 3H) 1.753 2.051 2.034 2.000 2.052

θ(O1-C3-C4) 112.0 108.4 108.6 108.0 108.9

θ(O2-C5-C4) 108.0 113.4 113.4 113.0 114.0

θ(C3-C4-C5) 112.0 113.9 113.8 112.9 114.1

φ(H-O1-C3-C4) 180.0 173.9 175.6 173.2 172.3

φ(H-O2-C5-C4) -46.0 -46.3 -46.7 -48.4 -41.4
aBond lengths in Å, angles in degrees. bDFT andMP2 calculations have
been performed with the GAMESS19 suite of programs in conjunction
with the 6-311þþG(d,p) basis set. cCPMD geometry optimizations
have been performed with the same parameters reported for the
molecular dynamics simulations.

Figure 1. Spread of the wavelet spectrum of time signal in eq 8 as a
function of theσ parameter (red). In the inset, the fast-Fourier transform
(FFT) is reported as a blue line.
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The n parameter localizes the frequency in time, and 1/s is
proportional to the frequency, whose detailed meaning will be
illustrated in the following. The continuous WT is given by

W ðn, sÞ ¼
Z þ¥

-¥
dt0 f ðt0Þ ψ�

n, sðt0Þ ð4Þ

while the discretized expression used in this work is28

W ðn, sÞ ¼ ∑
N - 1

n0 ¼ 0
f ðn0 3 δtÞ ψ�

ðn0 - nÞ 3δt
s

� �
ð5Þ

In eq 5, the product n0δt represents the total time at the n0th
time-step of the molecular dynamics and localizes the signal in
time. Thus, the wavelet transform W (n,s) gives the frequency
content of the signal f(t) over a Gaussian time-window centered
at nδt. For the Morlet-Gabor set of basis functions,28 the
wavelength is defined as

λ ¼ s4π

ω0 þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2þω2

0

p ð6Þ

Figure 2. Acceptor g(r) and g(θ): red for “site 1”, blue for “site 2”; panels a and b for EG, panels c and d for PDO.

Figure 3. Donor g(r) and g(θ): red for “site 1”, blue for “site 2”; panels a and b for EG, panels c and d for PDO.

Table 2. Average Coordination Numbers

site 1 site 2

EG donor 1.00 1.01

EG acceptor 1.70 1.42

PDO donor 0.98 1.00

PDO acceptor 1.56 1.94
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while the corresponding effective frequency is proportional to 1/s:

ν ¼ ω0 þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2þω2

0

p
s4π

ð7Þ

For ω0 = 2π (as used in this work), the previous expression
reduces to ν= 1.01/s. The parameter σ in eq 2 directly affects the
time-frequency resolution, which is governed by a Heisenberg-like
uncertainty principle.29 In the present work, a value σ = 2 has been
adopted in most spectrograms (unless otherwise specified) for a
better time resolution. Similar choices forω0 (themain frequency)
and σ parameters have been also adopted in refs 6 and 7.However,
it must be pointed out that the choice of σ always represents a
compromise between time and frequency resolution. This is
shown in Figure 1 for a test function as

ftestðtÞ ¼ sinðkt þ k0Þ e-rt2 ð8Þ
with k, k0, and r real costants, whose fast-Fourier transform (FFT)
is the Gaussian enlarged “Dirac’s delta”-like function reported in
blue in the inset of Figure 1. A roughly hyperbolic dependence ofΓ
(the width at half-height of the frequency peak of the test function)
on σ is obtained, as shown in Figure 1.
WhenWT is used, it is possible to create a time-frequency plot.

In the present work, where the main intermolecular interaction is
the hydrogen bond between the solute diols and the solvent, we
have analyzed both intra- and intermolecular structural proper-
ties. For the latter, defining the instantaneous bond length
rO 3 3 3D(t) between the O atom of a water molecule and the D

atom of the OD group of the solute, the time-resolved function
ΔrO 3 3 3D(t) = rO 3 3 3D(t) - ÆrO 3 3 3D(t)æ has been taken as the
fluctuation of the H-bond length. In the same manner,ΔrO-D(t)
is the fluctuation of the intramolecular O-D bond length of the
diols. Equation 5, in these cases, produces a wavelet spectrogram
that displays the change in time of the VDOS of the H-bond and
O-D stretching mode, respectively.
The algorithm implemented in the present work looks for the

value that maximizes themodulus |W (n,s)|2 of theWT at a given
time step n0. The corresponding value of 1/s is taken as the
“instantaneous stretching frequency”. The same approach has
been used to analyze intramolecular features by adopting as the
input function the O-D bond length fluctuation of the hydroxyl
groups of the glycols. The computer program developed in this
work calculates the WT directly. A cutoff of (3σ from the
maximum of the Gaussian Gabor-Morlet wavelet function has
been used to allow the retention of more than 99.7% of the power
spectrum energy and to save computation time.

3. RESULTS AND DISCUSSION

3.1. Structural and Electronic Properties. 3.1.1. Structural
Properties. PDO and EG interact with water mainly through H
bonds, acting as both an acceptor and a donor. The hydrogen
bond can be characterized structurally through the O-D 3 3 3O
distance r and the O-D 3 3 3O angle θ. Figures 2 and 3 report the
pair radial g(r) and angular g(θ) distribution functions for the
acceptor and donor H-bonds, respectively. It can be seen that

Figure 4. Weighted acceptor g(r,θ) for the two OD sites of the two diols.
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radial distribution functions of the two glycols differ very slightly.
The deep first minima are indicative of the slow mobility of the
water molecules bound to the glycols. On the contrary, it can be
noted that the g(θ) functions for PDO are narrower, probably
due to the fact that the two OD sites are farther away than in EG,
allowingmore independent solvation dynamics. This also implies
that the angular parameters can be more sensitive to structural
details. In the present case, the narrower g(θ) function is
evidence for a more stable H-bond in the PDO solution.
The average coordination number for the OD sites, extracted

from g(r), is reported in Table 2 and is always close to the
expected value of 1 for the donor interactions, whereas the
acceptor coordination number is larger and shows a significant
spread as a consequence of weaker interactions. The differences
occurring for sites 1 and 2 of both diols arise from statistical
uncertainty due to the finite temporal length of the simulations
and the use of a single solute molecule for each system.
To better characterize the strength and structural features of

the hydrogen bond, the weighted joint radial and angular
distribution function g(r,θ) can be calculated by adopting the
weighting function FHB:

30-32

FHB ¼ AðrðtÞÞ � BðθðtÞÞ ð9Þ

AðrðtÞÞ ¼ expð- ðre - rðtÞÞ2=2σ2
r Þ if ðre - rðtÞÞ < 0

1 if ðre - rðtÞÞ g 0

(

ð10Þ

BðθðtÞÞ ¼ expð- ðθe - θðtÞÞ2=2σ2
θÞ if ðqe - qðtÞÞ < 0

1 if ðqe - qðtÞÞ g 0

(

ð11Þ

gðr, θÞ ¼ hðrÞ � hðθÞFHB ð12Þ
The values of the re, θe, σr, and σθ parameters are extrapolated
from unnormalized pair radial and angular distribution functions
h(r) and h(θ): re is the distance associated with the first local
maximum in h(r), andθe is the angle associated with the first local
maximum of h(θ). σr and σθ are the half-widths at half-height in
h(r) and h(θ), respectively.
The results shown in Figure 4 confirm that H-bonding in PDO

is stronger, due to the lower spread of the joint distribution
function along the angular parameters, since in the present
simulations the angular conditions are a more stringent require-
ment for the hydrogen bond formation. A pictorial view related
to the weighted g(r,θ) is shown in Figure 5, where the spatial
distribution functions (SDF) of the OD groups of the water
molecules are reported, displaying a three-dimensional description

Figure 5. SDF of PDO and EG. Cyan and orange surfaces show the mobility of D and O atoms of H-bonded water molecules, respectively.

Table 3. Average Dipole Moments for Diols According to
MLWF Center Analysis on the Three Model Systems

isolated diol diol þ H-bonded water molecules diol in solution

EG 2.71D 3.11D 4.55D

PDO 2.05D 2.18D 3.87D
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of the motion for the water molecules around the OD groups of
the diols.
The cyan-colored isosurfaces (each point has been visited at

least 55 times) close to the glycols represent the probability to
find the D atoms of water around the O sites of the solutes,
whereas the orange-colored ones represent the probability to
find the O atoms of water around the alcoholic D atoms of the
diols. These combined isosurfaces give a clear representation of
the global mobility of the solvation cage. The spread of the

Figure 6. Vibrational densities of states: (i) VDOS of the complete simulation cells, (ii) VDOS of the diols and the two H-bonded water molecules,
(iii) VDOS of the diols by themselves.

Figure 7. VDOS for hydroxyl group stretching mode in water (panels a
and b) and in vacuum (panels c and d) simulations.

Figure 8. Fourier and wavelet power spectrum of the displacement of
intermolecular ΔrO 3 3 3D(t) function of EG, site 2.

Figure 9. FHB evolution with time for the interaction of D2O molecule
#22 with site 1 of PDO (full blue line). In dotted red lines are the
sampled time steps for which the wavelet spectra are reported in
Figure 10. The red circles represent the FHB

22 value sampled at those
time steps.
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isosurfaces for PDO is smaller than for EG, in line with the
previous observations from the g(θ) and g(r,θ) functions.
3.1.2. Electronic Structure Analysis. The polarization effects

due to the interaction of the glycols with the solvent have been
analyzed in terms of Maximally Localized Wannier Functions
(MLWF) centers.33,34 The positions of the MLWF centers can
be related to the electron pairs and give a direct picture of the
electronic structure. In order to obtain useful insight on the elec-
tronic structure changes due to the interactions of the glycols with
the solvent, the molecular dipole moment computed on the basis

of the MLWF centers positions of PDO and EG has been
monitored during the simulations. For this purpose, the dipole
moments of PDO and EG have been calculated on a series of
time-equispaced configurations obtained by CPMD simulations
(1 configuration every 104 time-steps, corresponding to 1.2 ps).
The polarization enhancement of glycols in solution has been
obtained by adopting the following computational strategy. For
each configuration, theMLWF centers have been obtained for all
of the system, for the diols and the H-bonded water molecules
and for diols alone without geometry optimization.
In Table 3, the dipole moments calculated by MLWF center

analysis by localizing the valence shell electron doublets are
reported. The dipole moment of the diols increases as re-
ported in Table 3, as a consequence of the interaction with the
solvent. The time dependent data also show an evident
correlation in the time evolution of the dipole moments for
the three model systems. However, the solvent increases the
dipole moment of the diols, and larger fluctuations are
observed for EG, which being smaller in size is more sensitive
to polarization effects by the water cage. Furthermore, the
dipole moment increase, due to solvent interaction, is larger in
EG than in PDO for the same reason.
3.2. Time-Frequency Analysis. In Figure 6, the VDOS of the

water solutions, of the diols with the two closest molecules, and
of the diols by themselves in the water solutions are shown,
obtained by FFT of the velocity autocorrelation functions. The
OD stretching region (2100-2600 cm-1), which is the most
interesting region of the spectrum, will be discussed in the
following on the basis of WT analysis.

Figure 10. Wavelet spectra at four different time-steps calculated from
the intramolecular ΔrO-D(t) function for site 1 of PDO (parameter
σ = 10).

Figure 11. Correlation spectrograms between O-D stretching frequency and FHB function.
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The structure of the OD stretching band results from the
convolution of solvent-solvent and solute-solvent interactions,
and we focus on the structure, extracted from the simulation, of the
VDOS of the solute molecule and of the two nearest water
molecules bound to the diols. This can be appreciated in more
detail when analyzing theVDOSextracted byFFTof the oscillations
of the intramolecular ΔrO-D functions, as reported in Figure 7,
where the density of states obtained by simulations of the diols in
solution (panel a and b) and in a vacuum (panel c and b) are
reported. The red shift due toH-bonding interactionswith thewater
solvent is evident, along with the broadening of the stretching band.
In Figure 8, the FFT of this feature of the simulation cell is

comparedwith theWTat various values of theσ parameter showing
details of the band structure at increasing resolution, using the
intermolecular ΔrO 3 3 3D(t) fluctuation as an input function.
TheWT appears to correctly reconstruct the Fourier spectrum

with high values of parameter σ, showing that the truncation in
the Gabor-Morlet wavelet does not significantly affect the
calculations. The inhomogeneous broadening of the band can
be attributed to time changes of the structure of the solvent cage
around the hydroxyl groups of the diols, which modulates the
instantaneous vibrational frequency.

To better enlighten the origin of the various frequency
components, the trajectory of site 1 of PDO has been analyzed
by WT at specific time intervals. Figure 9 shows the details of the
trajectory referring to site 1 of PDO. It can be seen that along the
first 5 ps of simulation, site 1 is alternatively free or bound to
water molecule #22. Later, along the trajectory, the site is con-
stantly bound to the same water molecule.
The wavelet transform spectrum has been calculated at the

simulation times of 1.2, 2.2, 3.8, and 4.8 ps (dotted red lines in
Figure 9), and the results, reported in Figure 10, clearly show that
the red shift nicely correlates with the H-bonding character. The
same correlation has been observed at all time-steps probed for
both sites of the two glycols.
An alternative and more immediate way of illustrating this

behavior is obtained by directly correlating the most intense O-D
stretching frequency, obtained by WT of the corresponding
ΔrO-D(t) function, with the values of the FHB donor function.
This is displayed in Figure 11 showing how the wavelet-calcu-
lated VDOS for all OD sites of the diols changes with the value of
the FHB function (which is confined in the [0-1] interval due to
the fact that only a single donorH-bond can be present at a time).
The plotted quantities are the probability distributions of the
VDOS, which thicken and are red-shifted when FHB approaches
1, meaning that the intermolecular H-bond lowers the O-D
intramolecular stretching frequency. Consistently, the VDOS is
peaked at higher frequencies when FHB= 0. As can be seen, there
is a sort of pathway between the two extremes in the frequency/
configurational space explored by the simulations. For site 2 of
both glycols, the pathway is continuous, due to the more oscil-
lating character of the FHB function with oscillations too fast to be
precisely resolved even with WT.
As a whole, the present analysis shows how a structural quantity

like FHB, designed as a probe of the H-bonding, can be efficiently
correlated with the stretching frequency of an intramolecular
vibration, because the molecular oscillators are coupled to the
water environment and are sensitive to small fluctuations in the
solvation cage. Moreover, the advantage of a continuous function
like FHB tomonitor on the fly the dynamics of the hydrogen bond
and its effect on the vibrational spectrum is quite evident.
Wavelet analysis has also been used to sort out the time

evolution of the frequency related to the most intense peak in the
high resolution spectra (obtained like those of Figure 10) and its
correlation with the intermolecular O 3 3 3D bond length between
nearest molecules along the simulation. The result is shown in
Figure 12. The blue line in Figure 12, drawn as a guide for the eye,
has been obtained by a 10th-order polynomial fit of the raw data.
A straight correlation between the time evolution of vibra-

tional frequencies and the time evolution of intramolecular O-D
stretching distance can be appreciated.
A more straightforward way to show the correlation between

stretching frequencies and intermolecular Ddiol 3 3 3Owater dis-
tance is via the bidimensional spectrogram plot of Figure 13,
where distance and frequency are directly correlated at each time
step. The probability distribution reported in Figure 13 repre-
sents the maximum of the intramolecular O-D band stretching
obtained by WT correlated with the corresponding value of the
intermolecular H-bond length.
These spectrograms show the same “banana shaped” distribu-

tions (as referred to in refs 6 and 7) obtained for other systems
like heavy water and Cl- anions in heavy water. Moreover, the
same type of shape is obtained using intermolecular H-bond
distances or intramolecular O-D bond lengths, since they both

Figure 12. Comparison of the time evolutions of H-bond length and
O-D stretching frequency. The brown lines correspond to the actual
values found during the simulations, whereas the blue lines represent the
smoothed trends of the former.
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mainly probe the stretching frequency associated with the O-D
stretching of the glycols. The VDOS thickens at bond lengths
corresponding to the first peak of the g(r) and g(r,θ) functions.
The frequency shift is thus simply correlated to the strength and
stability of the H-bond. A strong H-bond gives a g(r) function
peaked at shorter distances, and within the harmonic approxima-
tion, it reduces the intramolecular stretching force constant and,
consequently, shifts the VDOS at smaller wavenumbers. The
slightly different plot for EG, site 2, is due to the fact that themost
strongly interacting water molecule for that site is not H-bonded
for the first picosecond of simulation, thus resulting in a final
spectrogram showing a weaker H-bond, as expected.
It is not possible to establish an exact bijective relationship

between bond length and frequency, but this is not surprising
because the radial distance is only one of the structural para-
meters that characterize the H-bond, the other being the angular
parameter. Hence, the distance is degenerate in the angle space.
Moreover, the Heisenberg-like uncertainty principle between
time and frequency, and therefore between distance and fre-
quency, affects the spectrogram resolution. However, these plots
clearly show that a reliable correlation between bond length and
density of vibrational states exists, which can be understood on
the basis of the H-bond stability. This is in agreement with
previous results obtained using static ab initio calculations.35

4. CONCLUSIONS

In the present work, the hydrogen bond structure and dyn-
amics of two prototype glycols, ethylene glycol and propanediol,
in water solutions have been studied by ab initio molecular

dynamics simulations in the density functional theory ap-
proach. Molecular dynamics trajectories have been obtained
using the Car-Parrinello (CPMD) method and have been
analyzed by both the traditional Fourier transform and the
wavelet transform methods. It has been shown that a good deal
of novel information can be obtained by the time analysis
supplied by the wavelet analysis. In particular, it has been found
that the complex pattern of the hydrogen bond stretching mode
has an inhomogeneous origin and arises from the convolution
of a number of differently shifted vibrational modes that can be
sorted out by wavelet transform at different time intervals of the
molecular dynamics simulation. The time-resolved vibrational
modes obtained by the wavelet analysis can be correlated in a
straightforward way with the structure of the solvent cage
around the solute diols and with structural parameters like
the O-D bond length or with the strength of the hydrogen
bonding. A careful comparison of the Fourier and wavelet
transforms also shows that for a more accurate characterization
of the hydrogen bonding a simultaneous consideration of
the bond length (e.g., rO-D 3 3 3O) and of the —O-D 3 3 3O
angle is needed. The wavelet transform analysis is not only a
suitable tool to analyze the vibrational features in terms of
modulation of the local structure of the solvation cage but also
offers unique opportunities to study time-resolved spectro-
scopic experiments.
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ABSTRACT: Investigations on germanium clusters in the neutral, anionic, and dianion states Gen
x (n = 2-12 and x = 0,-1,-2)

are performed using quantum chemical calculations with the B3LYP functional and the coupled-cluster singles and doubles
[CCSD(T)] methods, in conjunction with the 6-311þG(d) basis set. An improved stochastic method is implemented for searching
the low-lying isomers of clusters. Comparison of our results with previous reports on germanium clusters shows the efficiency of the
search method. The Ge8 system is presented in detail. The anionic clusters Gen

-/2- are studied theoretically and systematically for
the first time, and their energetics are in good agreement with available experiments. The clusters Ge10, Ge10

2-, and Ge12
2- are, in

their ground state, characterized by large highest occupied molecular orbital-lowest unoccupied molecular orbital gaps, high
vertical and adiabatic detachment energies, and substantial average binding energies. The enhanced stability of these magic clusters
can consistently be rationalized using the jellium electron shell model and the spherical aromatic character.

1. INTRODUCTION

Germanium (Ge) clusters have attracted much interest in part
due to their possible role in surface growth processes and
applications in electronic industries as alternatives to silicon-
based materials. Ge thin films are in fact considered for semi-
conductors, and the deposition of Ge layers is generally achieved
by chemical vapor deposition using germane.1 The first experi-
mental detection of Ge clusters containing 2-8 atoms dates back
to 1954.2 Subsequently, numerous experimental and theoretical
investigations on the small-to-medium sized Gen were reported.
We would refer to the most recent reports3-10 for the numerous
earlier references. The pure Ge clusters are known to be
chemically reactive and, therefore, not quite suitable as building
blocks of self-assembly materials.11 By using an appropriate
dopant, it is however possible to modify the cluster chemical
properties and thereby to design new and relevant materials.
Recently, we have investigated the Cr- and Li-doped germanium
clusters (GenCr and GenLim)

12-16 and demonstrated both
experimentally and theoretically that the Li-doped derivatives
can actually form nanowires from units of Ge9Li3.

16 In small
systems, the Li elements are found to attach exclusively outside
the Ge cores and undergo electron transfer, and as a conse-
quence, the Ge-Li bonds are essentially of ionic character. In
Ge12Li, Li can be placed inside the Ge cage, and the endohedrally
doped cluster turns out to be the most stable form.17 In this
context, the Ge cores of the smaller doped clusters can best be
regarded as anions or polyanions Gen

x-, with n < 12, interacting
by electrostatic forces with Li cations. Despite the fact that
experimental detections of anionic clusters Gen

- have long been
reported,18,19 relatively less is known about their structures and
stabilities as compared with their neutral counterparts. To the

best of our knowledge, only a few theoretical studies have been
devoted to the anionic clusters Gen

-, with n up to 8. Deutsch
et al.20 carried out G2 and density functional theory (DFT)
calculations for the electron affinities and binding energies of
Gen

- (n = 2-5). Studies of the monoanions Gen
- (n = 2-6)

were performed by Xu et al.21 and Archibong et al.22 using the
B3LYP and coupled-cluster singles and doubles [CCSD(T)]
methods. In a series of theoretical investigations on the germa-
nium clusters, both neutral and ionic Gen

x (n = 5-8 and 12 and
x = þ4, þ2, 0, -2, -4), King and co-workers23 recently
proposed a geometrical analogy between the dianions Gen

2-,
with n = 5-7, and boron hydrides BnHn

2-. However, this
tendency does not hold true for Ge8

2- where a tetrahedral
structure Ge8

2- (Td) is the global minimum instead of the D2d

structure of B8H8
2-.24 A similar failure was also found for system

containing 12 atoms in that a C2v structure is the lowest-lying
Ge12

2- isomer,25 whereas an icosahedron (Ih) is well established
as the global minimum of B12H12

2-.26

In view of the lack of reliable information on the anionic Ge
clusters, we set out to perform a systematic study of their anionic
and dianionic states. In order to evaluate the stabilities of the
anions with respect to electron detachment, the corresponding
neutral systems are also considered. In this study, the lower-lying
isomers of clusters are initially searched for using a modified
stochastic method, implemented by us,27 in conjunction with
reliable electronic structure methods.

Received: November 10, 2010
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2. COMPUTATIONAL METHODS

Stochastic Search for Structures. The search for the en-
ergetically lower-lying geometrical structures for large chemical
compounds remains a challenge for theoretical chemists. Many
search methods using various computational techniques have
been proposed. For instance, the genetic algorithm-based meth-
ods have been used for searching the minima of clusters by
different research groups.28,29 A dynamic simulated annealing
method that combines molecular dynamics and DFT has widely
been employed.30 A ‘minimumhopping’method used to scan the
entire energy potential surface has also been put forward.31

Saunders32 reported a ‘random kick’ procedure for searching
the low-lying isomers of compounds, which is a derivative of the
stochastic search method. In this random kick procedure, each
atom of an initial structure is kicked to randomly move within a
sphere of radius r, and the structures so constructed will be the
inputs for following geometry optimizations using electronic
structure calculations. The only variable controlled here is the
“moving radius” r of atoms. Although this procedure was proven
to be effective for searching the global minima of compounds in
recent reports, the simplicity of the procedure tends to lead to a
small ratio of structures effectively converged after optimization.
The structures obtained by kick in which the distance between
atoms is either too short or too long are either not converged or
fragmented into many smaller species upon optimization. The
yield of completed optimization ranges only from 10 to 50% of
the total structures generated.33

In this work, we implement a modified stochastic searching
procedure that allows the yield of completed optimization up to
90% to be attained. Similar to the original Saunders’ procedure,
each of the atoms of an initial structure is kicked to randomly
move within a kick radius r. However, three additional variables
will be controlled to provide better structures constructed for the
subsequent geometry optimization. The first variable is the
distance from kicked atoms to the center of structure, called
the maximum radius of molecule R (Figure 1). The next variables
are the minimum distanceDmin, and the maximum distanceDmax

between atoms. It is noted that, while the first variable is used to
limit the movement of atoms and to make the kick procedure

performed more easily, the latter variables play an important role
in the structure construction.
Our search for the lower-lying isomers of Gen is thus carried

out using the improved stochastic method outlined above in
conjunction with geometry optimizations by electronic structure
calculations using the Gaussian 03 program package.34 An input
file containing the coordinate of any initial structure of Gen is
subject for kick procedure is given in the Supporting Information.
The ith atom of a structure with initial coordinates (xi, yi, zi) is
kicked to randomly move within a sphere of radius r to new
position (xiþ dx, yiþ dy, ziþ dz). At this stage, three variables
are controlled to obtain a new structure for a geometry optimiza-
tion. First, the distance from the ‘kicked’ atom to the center
of structure [{(xi þ dx)2 þ (yi þ dy)2 þ (zi þ dz)2}]1/2 must
be smaller than the maximum radius R of molecule. Second,
the distance between any pair of ith and jth atoms as defined by
[{(xi- xj)2 þ (yi- yj)2þ (zi- zj)2}]1/2 must be in the range
of Dmin - Dmax. If both conditions are satisfied, then a new
structure will then be obtained and is considered for geometry
optimization using an electronic structure method. Otherwise,
the structure will be rejected, and a new ‘kick’ is carried out. In
general, the coordinates of the ith structure obtained by the kick
procedure will be used as initial coordinates for the (iþ 1)th kick.
A chart for the whole procedure is given in Scheme S1of the
Supporting Information.
A random structure for each cluster size is used as an initial

coordinate for the kick procedure. Maximum radius R of
molecules is chosen from 5 to 7 Å, being approximately 2-3
times as large as the bond length of the diatomic Ge2. The
minimum distance Dmin between two atoms is set to be 2 Å,
which is slightly smaller than bond length of Ge2, while the
maximum distance Dmax varies within the range of 5-8 Å.
Electronic Structure Methods. The structures generated for

each size are initially optimized using the popular B3LYP hybrid
functional of DFT,35,36 along with the small 6-31G basis set. The
lower-lying minima, obtained from these optimizations, charac-
terized by harmonic vibrational frequencies at the same level, are
further refined using a higher level of theory. The geometry
optimization and calculation of harmonic vibrational frequencies
for the located local minimum structures are further performed
using the B3LYP/6-311þG(d)37 level. In order to evaluate the
accuracy of the calculated DFT results, single point electronic
energy calculations of the smaller clusters Gen, with n = 2-6, are
carried out using the CCSD(T) method,38 in conjunction with
the correlation consistent aug-cc-pVTZ basis set.39 The molec-
ular orbital (MO) analyses of the global minima systems are
performed using the B3LYP/6-311þG(d) densities. Compar-
isons are made with, where appropriate, available experimental
values. In addition, the stability features of clusters are considered
in terms of the jellium shell model (JSM),40 which was applied
successfully on metal clusters.17,41

3. RESULTS AND DISCUSSION

Efficiency of Search Method. Up to 100 structures for each
size of Gen, in particular for n = 6-12, are selected using the kick
procedure and initially optimized at the B3LYP/6-31G level. Due
to limitation of computational resources, only the lower-lying
isomers having relative energies smaller than 50 kcal/mol with
respect to the global minimum are further refined using the
B3LYP/6-311þG(d) level. The shapes of the lowest-lying iso-
mers are shown in Figures 3 and 4.

Figure 1. Control variables of the kick procedure.
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Let us note that the search for structures of the small clusters
Gen (n e 7) only results in a few novel isomers because the
number of isomers of this series is rather limited, and they have
already been reported. For example, for Ge6 a new triangular
prism structure is located in our search, but frequency calcula-
tions show that this structure is only a second-order saddle point
having two imaginary frequencies. Therefore it is not given here.
Thus, in order to evaluate the efficiency of searching method and
the effect of the controlled distance D between atoms on the
efficiency of the kick method, the search for Ge8 structures is
considered in more detail using three different kick procedures.
All Ge8 isomers located are given in Figure 2. In the first
procedure, the kick procedure is performed without a limitation
on D. With 100 structures thus obtained, the yield of completed
optimization is 46%. This number rises up to 92 and 76% when
Ge8 structures are generated by kick procedures in which the
distanceD is limited fromDmin = 2 Å toDmax = 5 Å and toDmax =
9 Å, respectively. Additionally, it can be seen that when distance
D is not limited, the potential energy surface scanned is larger.
Thus, some less stable isomers can be located, as shown in

Figure 2, whereas some stable isomers are missed. The stable
isomers with small relative energies are obtained when this
distance is controlled at suitable values. Consequently, a limita-
tion of distance D between atoms thus makes the optimization
yield higher, and the structure search becomes more effective.
Similarly, a search for the low-lying isomers of the larger

clusters Gen (n = 9-12) is performed, and the results are
summarized Figure 4. The optimization yield varies from 80 to
90%. The local minima obtained are overall in agreement with
previous reports.4,7

Low-Lying Isomers of Gen Clusters. Characterization of the
structures and stabilities of the neutral clusters Gen has been
made. For instance, Ho and co-workers7 performed a search for
the global minima for small clusters Gen (n e 16) using the
combination of a genetic algorithm with an empirical tight-
binding method. Wang et al.4 reported the low-lying isomers of
medium-sized clusters (n = 2-25) determined by combining a
genetic algorithm with a nonorthogonal tight-binding method.
More recently, Zeng and co-workers9 searched for global minima of
small-to-medium-sized germanium clusters Gen (n = 12-29) by

Figure 2. Shapes and relative energies (kcal/mol) of the Ge8 isomers obtained using three different kick procedures. (a) Isomers obtained using the kick
procedure without limitation of distance D; (b) Isomers obtained using the kick procedure with D = 2-9 Å; and (c) Isomers obtained using the kick
procedure with D = 2-5 Å.

Figure 3. Shapes of the low-lying isomers Gen (n = 2-8).
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using a basin-hopping algorithm coupled with the plane-wave
pseudopotential density functional calculations. Although these
theoretical studies have not always agreed with each other on the
identity of the most stable forms in some large systems, the global
minima of the small Ge clusters are now well established.
While the shapes of the low-lying isomers Gen

x at neutral,
anionic, and dianionic states are shown in Figure 3-6, their point
group, electronic state, and relative energies are given in Tables 1 and
2. In the Figures as well as in the following Discussion Section, the
relative energies given are evaluated with respect to the global
minimum in each isomeric system. In good agreement with earlier
results,4,6-8 the structures 2n.1 (3∑g

-), 3n.1 (C2v,
1A1), 4n.1 (D2h,

1A10), 5n.2 (D3 h,
1A10), 6n.1 (C2v,

1A1), and 7n.1 (D5h,
1A10)

(Figure 3) are found to be the global minima of Ge2, Ge3, Ge4, Ge5,
Ge6, and Ge7, respectively. However, some high-stability isomers are
also found in our search. Two structures 3n.1 and 3n.2 are almost
degenerate with a negligible energy difference of 0.5 kcal/mol at the
B3LYP/6-311þG(d) level. This gap slightly increases to 1.4 kcal/
mol at the CCSD(T)/aug-cc-pVTZ level. Thus we prefer to assign
3n.1 as a global minimum forGe3. Similarly, two structures 6n.1 and
6n.2 are found to be degenerate with relative energy of only 0.3 kcal/
mol at the CCSD(T) level. At the B3LYP/6-311þG(d) þ zero
point energy (ZPE) level, we found that two structures 8n.1 (C2h,
1Ag) and 8n.2 (Cs,

1A0) are almost degenerate. Our CCSD(T)
results show a similar ordering in which 8n.1 is 1.2 kcal/mol more
stable than 8n.2. The next isomer is 8n.3 (C2,

1A), being only
3.0 kcal/mol higher in energy. Both isomers 8n.4 (Cs,

1A0) and 8n.5

(C1,
1A) also turn out to be stable, as they are 4.8 and 10.9 kcal/mol

higher in energy, respectively.
Our findings point out that 9n.1 (C1,

1A), which is distorted
from a high symmetry D3h structure, is the global minimum for
neutral Ge9 (Figure 4). The following isomer is a C2v structure
9n.2with a relative energy of only 2.4 kcal/mol. Other structures
are found to be less stable, being at least 12.3 kcal/mol above.
For Ge10, two degenerate structures 10n.1 (C3v,

1A1) and
10n.2 (C1,

1A), a distorted form of 10n.1, are found with a tiny
energy difference of 0.9 kcal/mol. Similar to the cases of Ge3 and
Ge8, this value slightly increases to 1.9 kcal/mol at the CCSD(T)/
aug-cc-pVTZ level. Other forms are less stable lying at least 17.0
kcal/mol above. Structure 11n.1 (C1,

1A) turns out to be the global
minimum for theGe11 system.The nearest isomer is theC1 structure
11n.2, which is only 3.1 kcal/mol less stable than the global
minimum. ForGe12, our calculated results show that theCs structure
12n.1 is the lowest isomer. A similar structure with higher symmetry
C2v that is reported to be the most stable isomer at the B3LYP/6-
31G(d) level25 is found to have two imaginary frequencies and is
much less stable with 17.8 kcal/mol higher in energy. Next isomer is
the Cs structure 12n.2 with relative energy of 10.8 kcal/mol.
Low-Lying Isomers of the Monoanions Gen

- (n = 2-12).
Small anionic clusters Gen

- (n = 2-6) were reported by Xu et al.21

and Archibong et al.22 Our calculated results concur well with the
previous findings that the structures 2a.1 (2Πu), 3a.1 (C2v,

2A1),
4a.1 (D2h,

2B2g), 5a.1 (D3h,
1A200), and 6a.1 (D4h,

2A2u) (Figure 5)
are the global minima of Ge2

-, Ge3
-, G4

-, Ge5
-, and Ge6

-,

Figure 4. Shapes of the low-lying isomers Gen (n = 9-12).
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respectively. Two isomers 3a.1 and 3a.2 with different electronic
states are degenerate with energy difference of only 0.1 and 0.5 kcal/

mol at the B3LYP/6-311þG(d) and CCSD(T)/aug-cc-pVTZ
levels, respectively.

Figure 5. Shapes of the low-lying isomers Gen
- (n = 2-12).

Figure 6. Shapes of the low-lying isomers Gen
2- (n = 2-12).
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Following attachment of one excess electron into the lowest
unoccupied molecular orbital (LUMO) of the neutral Ge7, the
D5h structure 7a.1 remains the global minimum shape for Ge7

-.
The closest isomer is the C1 structure 7a.2, that is 23.8 kcal/mol
less stable than 7a.1. The structure 8a.1, that is formed by adding
one electron to LUMO of the neutral 8n.2, is indicated to be the
lowest isomers for Ge8

-. The next isomer is the C2h structure
8a.2 with a relative energy of 2.9 kcal/mol.
A number of local minima are located for the anions Ge9

-, Ge10
-,

and Ge11
-. The global minimum of Ge9

- is the C1 9a.1 that is a
distortion of the D3h. The structures 10a.1 (C4) and 11a.1 (Cs) are
found tobe the lowest-lying isomers ofGe10

- andGe11
-, respectively.

Following addition of one excess electron into the neutral Ge12, theCs
structure 12a.1 remains to be the lowest isomer for anion Ge12

-.
However, we also found that theC5v 12a.2 is almost degenerate to the
first with relative energy of 0.1 kcal/mol at B3LYP/6-311þG(d) level
(0.7 kcal/mol at CCSD(T)/aug-cc-pVTZ level), whereas the Cs
12a.3 is the next isomer with 10.1 kcal/mol higher in energy.
GlobalMinima of theDianions Gen

2- (n= 2-12).Although
relevant experimental studies have not yet carried out, the

dianions Gen
2- are of interest because their structure and

stability motif are similar to those of the well-known boron
hydrides BnHn

2-. While the symmetry point groups and relative
energies of the low-lying isomers Gen

2- are tabulated in Table 2,
their shapes are displayed in Figure 6.
The low-spin 2d.1 (1∑g

þ) is found to be the ground state for
Ge2

2-with a relatively large singlet-triplet gap of 25.0 kcal/mol.
Following addition of two excess electrons into the high-sym-
metry neutral Ge3, the doubly degenerate singly occupied
molecular orbitals (SOMOs) of the triplet 3n.2 (D3h) are
occupied, and the singlet 3d.1 (D3h,

1A1
0) becomes consequently

the ground state for the dianion Ge3
2-. The D2d structure 4d.1,

that is analogous to the global minimum D2d of boron hydride
dianion B4H4

2-, is found to be the most stable Ge4
2- isomer.

In agreement with King et al.,23,24 the structures 5d.1 (D3h),
6d.1 (Oh), 7d.1 (D5h), and 8d.1 (Td) are calculated as the global
minima for Ge5

2-, Ge6
2-, Ge7

2-, and Ge8
2-, respectively. The

Table 2. Point Group and Electronic State (PG) and Relative
Energy (RE, kcal/mol) of the Lower-Lying Anionic Equilib-
rium Structures Gen

- and Gen
2- (n = 2-12) Using the

B3LYP/6-311þG(d) Level

isomers PG RE isomers PG RE

2a.1 D¥h,
2Πu 0.0 2d.1 D¥h,

1∑g
þ 0.0

3a.1 C2v,
2A1 0.0 3d.1 D3h,

1A1
0 0.0

3a.2 C2v,
2B2 0.1 (0.5)a 3d.2 D¥h,

1∑g
þ 22.1

4a.1 D2h,
2B2g 0.0 4d.1 D2d,

1A1 0.0

5a.1 D3h,
2A2

0 0 0.0 4d.2 C2v,
1A1 15.1

5a.2 C1,
2A 5.0 4d.3 Td,

3A1 20.8

6a.1 D4h,
2A2u 0.0 5d.1 D3h,

1A1
0 0.0

6a.2 C2v,
2B2 2.1 6d.1 Oh,

1A1g 0.0

7a.1 D5h,
2A2

0 0 0.0 6d.2 C2v,
1A1 11.2

7a.2 Cs,
2A0 23.8 7d.1 D5h,

1A1
0 0.0

8a.1 Cs,
2A0 0.0 7d.2 C1,

1A 21.2

8a.2 C2h,
2Bu 2.9 8d.1 Td,

1A1 0.0

9a.1 C1,
2A 0.0 8d.2 D2d,

1A1 3.2

9a.2 C1,
2A 12.0 8d.3 C1,

1A 11.4

9a.3 C1,
2A 13.6 8d.4 Cs,

1A0 13.3

9a.4 C1,
2A 21.6 8d.5 C2,

1A 14.2

9a.5 C1,
2A 25.0 9d.1 D3h,

1A1
0 0.0

10a.1 C4,
2A 0.0 9d.2 Cs,

1A0 18.9

10a.2 C1,
2A 19.2 9d.3 C1,

1A 32.1

10a.3 C1,
2A 25.2 9d.4 C1,

1A 36.3

11a.1 Cs,
2A0 0.0 10d.1 D4d,

1A1 0.0

11a.2 C1,
2A 1.6 10d.2 C1,

1A 21.4

11a.3 C2v,
2A1 2.1 10d.3 C1,

1A 40.7

11a.4 C1,
2A 2.3 10d.4 C1,

1A 36.7

11a.5 Cs,
2A0 3.3 11d.1 C2v,

1A1 0.0

11a.6 Cs,
2A0 12.9 11d.2 C1,

1A 3.0

12a.1 Cs,
2A0 0.0 11d.3 Cs,

1A0 3.8

12a.2 C5v,
2A1 0.1 (0.7) 11d.4 C1,

1A 4.8

12a.3 Cs,
2A0 0 10.1 11d.5 C1,

1A 17.9

12a.4 C1,
2A 14.5 11d.6 C1,

1A 24.7

12a.5 C2v,
2A1 25.4 12d.3 Cs,

1A0 10.5

12d.1 Ih,
1Ag 0.0 12d.4 Cs,

1A0 22.9

12d.2 Cs,
1A0 4.5 12d.5 C2v,

1A1 36.8
aValues given in parentheses are obtained at the CCSD(T)/aug-cc-
pVTZ//B3LYP/6-311þG(d) þ ZPE level.

Table 1. Symmetry Point Group and Electronic State (PG)
and Relative Energy (RE, kcal/mol) of the Lower-Lying
Neutral Equilibrium Structures Gen (n = 2 - 12) Using the
B3LYP/6-311þG(d) Level

isomers PG RE isomers PG RE

2n.1 D¥h,
3∑g

- 0.0 9n.5 Cs,
1A0 15.7

3n.1 C2v,
1A1 0.0 9n.6 C1,

1A 24.0

3n.2 D3 h,
3A1

0 0.5

(1.4)a
10n.1 C1,

1A 0.00

3n.3 D¥h,
3∑g

þ 10.8 10n.2 C3v,
1A1 0.9

(1.9)

4n.1 D2h,
1A1

0 0.0 10n.3 C1,
1A 18.8

4n.2 Td,
1A1g 43.6 10n.4 C1,

1A 17.4

5n.1 D3h,
1A1

0 0.0 10n.5 C2v,
1A1 25.6

5n.2 C1,
1A 11.7 10n.6 C2h,

1Ag 31.1

5n.3 C2v,
1A1 28.9 10n.7 C1,

1A 17.6

5n.4 C2v,
1A1 35.3 10n.8 C1,

1A 17.1

6n.1 C2v,
1A1 0.0 10n.9 C2,

1A 17.4

6n.2 Cs,
1A0 0.0

(0.3)

11n.1 C1,
1A 0.0

6n.3 C2,
1A 29.2 11n.2 C1,

1A 3.2

7n.1 D5h,
1A1

0 0.0 11n.3 C1,
1A 7.4

7n.2 C2,
1A 21.4 11n.4 C1,

1A 9.6

7n.3 Cs,
1A0 29.1 11n.5 C1,

1A 10.8

7n.4 C3v,
1A1 31.4 11n.6 C2h,

1Ag 11.8

8n.1 C2h,
1Ag 0.0 11n.7 C1,

1A 13.6

8n.2 Cs,
1A0 0.7

(1.2)

11n.8 C1,
1A 15.4

8n.3 C2,
1A 3.0 11n.9 C2v,

1A1 20.0

8n.4 Cs,
1A0 4.8 11n.10 Cs,

1A0 22.3

8n.5 C1,
1A 10.9 12n.1 Cs,

1A0 0.0

9n.1 C1,
1A 0.0 12n.2 Cs,

1A0 10.8

9n.2 C2v,
1A1 2.4 12n.3 C1,

1A 13.0

9n.3 C1,
1A 12.3 12n.4 C5v,

1A1 15.0

9n.4 C1,
1A 14.6 12n.5 C2v,

1A1 16.7
aValues given in parentheses are obtained at the CCSD(T)/aug-cc-
pVTZ// B3LYP/6-311þG(d) þ ZPE level.
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D2d structure 8d.2 is the next isomer that is 3.2 kcal/mol higher
in energy as compared to 8d.1.
There is indeed an overall analogy between the global minima

of Gen
2- (n = 9-11) and those of the isovalent BnHn

2-. The
structure 9d.2 (D3h,

1A1
0) is the global minimum for Ge9

2-.
Other forms are much less stable being at least 18.9 kcal/mol
above the latter. Similarly, the structure 10d.1 (D4d,

1A1) turns
out to be the global minimum for Ge10

2-, while the closest Cs

isomer 10d.2 is 21.4 kcal/mol higher in energy.
Our calculations point out four low-lying isomers for Ge11

2-.
Although 11d.1 (C2v,

1A1) is the global minimum, the other three
structures 11d.2, 11d.3, and 11d.4 are located with small energy
differences.
In agreement with earlier reports,17,42 the icosahedral form

(Ih) 12d.1 is the global minimum of Ge12
2-. Next isomer is the

Cs 12d.2 with relative energy of 4.5 kcal/mol. While the C2v

structure (like 12d.3) that was reported to be the most stable
isomer at the B3LYP/6-31G(d) level25 is only a transition state
with two imaginary frequencies, the 12d.3 (Cs) is quite stable
with 10.5 kcal/mol above the 12d.1.
Wade’s Rule.TheWade’s rule is known as an effective electron

count for predicting and interpreting the structure of boron
hydrides BnHn and hydroborate dianions BnHn

2-.43,44 Recently,
some studies on the group IVA clusters showed that a structural
analogy between the boron hydrides and the isovalent group IVA
clusters exists. For instance, Zdetsis found a geometrical analogy
between silicon clusters Sin and Sin

2- (n = 5-13) and corre-
sponding deltahedral boranes BnHn and BnHn

2-, respectively.45

This author detected a strong analogy in their structure at the
magic sizes such as Si6 and Si10. As mentioned above, for the Gen

x

clusters (n = 5-8 and 12 and x =-4,-2, 0,þ2,þ4), King and
co-workers23,24 observed a geometrical analogy between the
dianions Gen

2- with n = 5-7 and boron hydrides BnHn
2-. A

question of interest arises is that how far the small germanium
clusters Gen

x at both neutral and dianion states are analogous to
the corresponding boron hydrides.
The symmetry of the lowest-lying isomers of the Ge clusters

considered together with those of the Si clusters and boron
hydrides are given in Table 3. It can be seen that the molecular
structure of the Gen neutrals are similar to those of the Sin
neutrals. In the dianionic state, there is also a good analogy
between structures of Gen

2- and BnHn
2-. While the B8H8

2-

dianion has a D2d structure, the dianion Ge8
2- is a Td structure

that is actually a higher connected point group of D2d. Other
features are similar between both systems. Also similar to the Si
clusters, the analogy to boron hydrides appears to be more
marked for Ge10.

Relative Stabilities of Gen
x Clusters. The relative stability of

the clusters considered can be probed on the basis of the second-
order difference in energy (Δ2E) and the average binding energy
(BE), that are defined as follows:

Δ2EðGenxÞ ¼ EðGen - 1
xÞ þ EðGen þ 1

xÞ- 2EðGenxÞ ð1Þ

For the neutrals : Eb ¼ ½nEðGeÞ- EðGenÞ�=n ð2Þ

For the anions : Eb ¼ ½ðn- 1ÞEðGeÞ þ EðGe-Þ
- EðGen-Þ�=n ð3Þ

For the dianions : Eb ¼ ½ðn- 2ÞEðGeÞ þ 2EðGe-Þ
- EðGen2-Þ�=n ð4Þ

The Δ2E value of a Gen
x is calculated as the energy difference

between two dissociation processes. For example, the Δ2E of
neutrals Gen can be obtained from: Genþ1fGenþGe, and Gen
fGen-1þGe. As a consequence, it reflects the relative stability
of Gen

x as compared to that of its two immediate neighbors
Genþ1

x and Gen-1
x. A high value of Δ2E suggests that the size

considered has a high relative stability as compared to its
neighbors. The plots of Δ2E displayed in Figure 7 of all systems
considered reveal that the remarkably high peaks are found at n =
10 in all neutral, anionic, and dianionic states. This observation is
consistent with the previous predictions that the Ge10 neutral is
highly stable within the series of small Gen clusters. At the neutral
and anionic states, the clusters Ge7

0/- are also stable species
relative to their neighbors, whereas the dianion Ge7

2- is char-
acterized by a small value of Δ2E.
The plots of average binding energy (Eb) showed in Figure 8

reveal similar trends for the neutrals, anions, and dianions.
The Eb values thus tend to increase with the increasing size of
clusters, and maximum peaks are again observed at the size of n =
10. It is remarkable that the binding energy of Ge12

2- (Ih) is
slightly larger as compared to that of Ge11

2-. Consequently,
Ge122- is expected to be a system with enhanced stability within
the series of dianion Gen

2-. Addition of one excess electron to
neutrals to form anions increases the average binding energy (Eb)
of anions, while dianions show lower values due to their inherent
instability.
It is useful to state again that the second-order energy

difference given in Figure 7 only suggests about the stability of
a cluster with respect it its immediate neighbors. Thus, although
both Ge7 and Ge10 clusters have comparable peaks in this plot,

Table 3. Symmetry Point Groups of Gen and Gen
2- (n = 2-12) Clusters in Comparison to the Corresponding Sin Clusters and

Boron Hydrides

Gen Sin
a BnHn

b Gen
2- Sin

2-a BnHn
2-b

5n.1 (D3h) Si5 (D3h) B5H5 (C4v) 5d.1 (D3h) Si5
2- (D3h) B5H5

2- (D3h)

6n.1 (C2v) Si6 (C2v) B6H6 (C2v) 6d.1 (Oh) Si6
2- (Oh) B6H6

2- (Oh)

7n.1 (D5h) Si7 (D5h) B7H7 (C3v) 7d.1 (D5h) Si7
2- (D5h) B7H7

2- (D5h)

8n.1 (C2h) Si8 (C2v) B8H8 (D2d) 8d.1 (Td) Si8
2- (D2d) B8H8

2- (D2d)

9n.1 (C1) Si9 (Cs) B9H9 (C4v) 9d.1 (D3h) Si9
2- (Cs) B9H9

2- (D3d)

10n.1 (C3v) Si10 (C3v) B10H10 (C3v) 10d.1 (D4d) Si10
2- (D4d) B10H10

2- (D4d)

11n.1 (C1) Si11 (C2v) B11H11 (C2v) 11d.1 (C2v) Si11
2- (Cs) B11H11

2- (C2v)

12n.1 (Cs) Si12 (Cs) B12H12 (C2v) 12d.1 (Ih) Si12
2- (C2v) B12H12

2- (Ih)
a Structures silicon clusters are taken from ref 45. b Structures for boron hydrides are taken from ref 44.
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their relative thermodynamic stability can better be compared
from the plot of binding energies illustrated in Figure 8.
Vertical Detachment Energies (VDE) and Adiabatic De-

tachment Energies (ADE). The values of VDE and ADE can be
considered as a measure of stability of an anion with respect to
electron removal. For neutrals, these actually correspond to the
ionization energies (IE). The VDE corresponds to the difference
in energies of the anionic and neutral states at the anion
geometry. Similarly, this value of dianion Gen

2- is obtained by
energy difference between the dianion and the anion with
geometry of corresponding dianion. The adiabatic values are
obtained from energies of the corresponding optimized struc-
tures. The VDE and ADE values of the Gen, Gen

-, and Gen
2-

calculated using both B3LYP and CCSD(T) methods are given
in Tables 4-6, respectively. First, it can be observed that there is
a negligible difference between the B3LYP and CCSD(T)
relative values for small neutrals Gen

x (n = 2-7). This difference
varies in the range of 0.01-0.03 eV for VIE values of neutrals and
amounts up to 0.11 eV for VDE’s and ADE’s of anions. Due to
limitation of computational resources, the larger clusters Gen

x

(n = 8-11) are only considered using the B3LYPmethod, whose
results are expected to deviate by (0.1 eV relative to the
CCSD(T) results.

For the neutrals, our calculated results are in good agreement
with the available experimental values.19 The Ge7 and Ge10
exhibit indeed high VIE values that are followed by drops of VIEs.
Consequently, these neutrals are expected to be high stability, with
less-stable cationic counterparts, which is consistent with previous
reports.4,6 In the anionic state, our calculated results for small Gen
(n = 2-7) at both B3LYP and CCSD(T) methods agree well with
experimental values and also with previous theoretical predictions.
The ADEs of Ge2

-, Ge3
-, and Ge4

- determined at the CCSD(T)/
aug-cc-pVTZ þZPE level amount to 2.05, 2.19, and 2.00 eV,
respectively, which can be compared to the corresponding experi-
mental values19 of 2.035 (Ge2

-) 2.23 (Ge3
-), and 1.94 eV (Ge4

-).
For Ge5

-, the ADE obtained from energy difference between the
anion 5a.1 (D3h,

2A200) and the neutral 5n.1 (D3h,
1A10) is 2.20 eV,

while the ADE calculated from the anion 5a.2 and neutral 5n.2
amounts to 2.49 eV. The latter is in better agreement with the
experimental value of 2.51 eV. Similarly, the ADE of 2.04 eV of Ge6

-

agrees well with the experimental value of 2.06 eV, whereas the ADE
of Ge7

- is 1.94 eV by CCSD(T)/aug-cc-pVTZ is slightly larger than
the available experimental value of 1.79( 0.06 eV.
For Ge8

-, the ADE evaluated from the energy difference
between the anion 8a.1 (Cs,

2A0) and the neutral 8n.3 (C1,
1A) is

equal to 2.36 eV in good agreement with the experimental value
of 2.41 eV. Although the pair C2h 8n.1 and 8a3 are stable isomers
at both neutral and anionic states, the corresponding ADE value
of 2.10 eV obtained from them differs much from the experi-
mental value of 2.41 eV.
Some ADE values obtained from the lowest-lying isomers of

larger systems Gen
- (n = 9-11) are summarized in Table 4.

While the ADE value of 2.42 eV of Ge11
- (11a.2- e-f 11n.2)

is in a good agreement with experiment (2.50 eV), the deviation
between our calculated results and available experimental ADE
values of Ge9

- and Ge10
- is considerably larger. In fact, the ADE

of Ge9
- (9a.1- e-f 9n.2) and Ge10

- (10a.1- e-f 10n.1)
is 2.57 and 2.21 eV, respectively, that is consistently but
significantly smaller than the corresponding experimental values
of 2.86 and 2.50 eV.18 Two ADE values are calculated for Ge12

-,
including (12a.1 - e- f 12n.1) and (12a.2 - e- f 12n.4).
First value of 2.25 eV is in excellent agreement with the experi-
mental value of 2.25 eV,18 the second of 2.91 eV is much higher
due to less stability of the corresponding neutral 12n.4.

Figure 7. Second-order differences in total energies of germanium
clusters Gen at neutral, anionic, and dianionic states using the B3LYP/
6-311þG(d) level.

Figure 8. Average binding energies of germanium clusters Gen at neutral,
anionic, and dianionic states using the B3LYP/6-311þG(d) level.

Table 4. Vertical Ionization Energies (VIE) of the Neutrals
Gen (n = 2-12) Using Both B3LYP/6-311þG(d) and
CCSD(T)/aug-cc-pVTZ Levels

VIE (eV)

neutrals Gen cations Gen
þ B3LYP CCSD(T) exptla

2n.1 (3∑g
þ) Ge2

þ (2∑g
þ) 8.21 8.22 7.58-7.76

3n.1 (1A1) Geþ (2B2) 7.97 7.98 7.97-8.09

4n.1 (1A1
0) Ge4

þ (2B1u) 7.83 7.81 7.87-7.97

5n.1 (1A1
0) Ge5

þ (2E0) 7.89 7.91 7.87-7.97

6n.1 (1A1) Ge6
þ (2A1) 7.71 7.74 7.58-7.76

7n.1 (1A1
0) Ge7

þ (2E20) 7.80 7.58-7.76

8n.1 (1Ag) Ge8
þ (2Au) 6.93 6.72-6.94

9n.1 (1A0) Ge9
þ (2A0) 7.24 7.06-7.24

10n.1 (1A) Ge10
þ (2A) 7.46 7.46-7.76

11n.1 (1A) Ge11
þ (2A) 6.56 6.55-6.72

12n.1 (1A0) Ge12
þ (2A0 0) 6.95 6.94-7.06

a Experimental values are taken from ref 19.
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Most of the free dianions Gen
2- are not stable with respect to

electron detachment, as indicated by their negative VDE and
ADE values. The Ge12

2- shows a positive VDE value of 0.37 eV,
which lends a further support for its enhanced stability.
HOMO-LUMO Gaps. The frontier orbital energy gaps can

also be regarded as a measure of kinetic stability. A large gap
suggests a relatively low reactivity. The gaps of Gen obtained at
the B3LYP/6-311þG(d) level are summarized in Table 7.
Similar to the trends observed from the second order difference
in energy Δ2E and VDE (ADE), the highest occupied molecular
orbital-lowest unoccupied molecular orbital (HOMO-
LUMO) gaps are found to be high at the size n = 10, that again
points out an enhanced stability of Ge10

xwithin theGen series. As
observed from BE and VDE values, the HOMO-LUMO gap of
Ge12

2- is equal to 3.0 eV, which corresponds to the highest value
within the series of dianions. Although Ge7 also has a local

maximum peak on the plot of the second-order difference (see
above), its HOMO-LUMO gap of 2.8 eV is slightly smaller than
that of 3.0 eV for Ge10.
Enhanced Stability and JSM. Finding a consistent rationali-

zation for stability of clusters is always an important goal. In
previous reports, stability of the Gen clusters can be interpreted
using a simple shell model which assumes that each Ge atom
distributes two valence electrons from its p-subshell into the
electron shell configuration of system. As a result, Ge10 contains
20 valence electrons and becomes a thermodynamically stable
species due to a possession of a filled electron shell configuration,
similar to the situation of alkali metals.
In order to probe the features related to the stability of Gen

clusters, we re-examine their MO pictures under the viewpoint of
the JSM,40 which is applied successfully to interpret the stability
motif of different types of atomic clusters. According to this
rather simple model in which the valence electrons are assumed
to be freely itinerant in a simple mean-field potential formed by

Table 5. Vertical Detachment Energies (VDE) and Adiabatic Detachment Energies (ADE) of the Anions Gen
- (n = 2-12) Using

B3LYP/6-311þG(d) and CCSD(T)/aug-cc-pVTZ Levels

ADE (eV) VDE (eV)

anion neutral B3LYP CCSD(T) ref 22 exptl.a neutral B3LYP CCSD(T)

2a.1 (2Πu) 2n.1 (3∑g
þ) 1.94 2.05 1.95 2.035( 0.001 Ge2 (

3∑g
þ) 2.01 2.07

3a.1 (2A1) 3n.1 (1A1) 2.18 2.19 2.15 2.23( 0.01 Ge3 (
1A1) 2.49 2.42

4a.1 (2B2 g) 4n.1 (1A1
0) 1.94 2.00 1.80 1.94 Ge4 (

1Ag) 1.96 2.02

5a.1 (2A2
0 0) 5n.1 (1A1

0) 2.20 2.30 2.10
2.51

Ge5 (
1A1

0) 2.87 2.84

5a.2 (2A) 5n.2 (1A) 2.49 2.54 - Ge5 (
1A) 3.29 3.35

6a.1 (2A2u) 6n.1 (1A1) 2.01 2.04 2.01 2.06 Ge6 (
1A1) 2.60 2.61

7a.1 (2A2
0 0) 7n.1 (1A1

0) 1.99 1.94 - 1.80 Ge7 (
1A1

0) 2.30 2.30

8a.1 (2A0) 8n.3 (1A) 2.36
2.41

Ge8 (
1A0) 2.70

8a.2 (2Bu) 8n.1 (1Ag) 2.10 Ge8 (
1A0) 2.44

9a.1 (2A0) 9n.2 (1A1) 2.57 2.86 Ge9 (
1A0) 3.20

10a.1 (2A1) 10n.1 (1A) 2.21 2.50 Ge10 (
1A1) 3.16

11a.1 (2A0) 11n.9 (1A) 3.20

2.50

Ge11 (
1A0) 2.93

11a.2 (2A0) 11n.2 (1A) 2.42 Ge11 (
1A0) 2.83

11a.3 (2A0) 11n.1 (1A) 2.27 Ge11 (
1A0) 2.96

12a.1 (2A0) 12n.1 (1A0) 2.25 2.25 Ge12 (
1A0) 2.91

12a.2 (2A1) 12n.4 (1A1) 2.91 Ge12 (
1A1) 3.43

a Experimental values are taken from ref 18.

Table 6. Vertical (VDE) and Adiabatic (ADE) Detachment
Energies of the Dianions Gen

2- (n = 2- 12) Using B3LYP/6-
311þG(d) Level

ADE VDE

dianions anions B3LYP anions B3LYP

2d.1 (1∑g
þ) 2a.1 (2Πu) -2.47 Ge2

- (2Πu) -2.46

3d.1 (1A1
0) 3a.1 (2A1) -2.45 Ge3

- (2E0) -2.36

4d.1 (1A1) 4a.1 (2B2g) -2.36 Ge4- (
2A1) -1.81

5d.1 (1A1
0) 5a.1 (2A2

0 0) -1.56 Ge5- (
2A2

0 0) -1.23

6d.1 (1A1g) 6a.1 (2A2u) -1.56 Ge6
- (2A1 g) -1.18

7d.1 (1A1
0) 7a.1 (2A2

0 0) -1.60 Ge7
- (2A2

0 0) -1.25

8d.1 (1A1) 8a.1 (C1a) -0.81 Ge8
- (2A1) -0.62

9d.1 (1A1
0) 9a.1 (2A0) -0.59 Ge9

- (2A2
0 0) -0.45

10d.1 (1A1) 10a.1 (2A) -0.39 Ge10
- (2A1) -0.16

11d.1 (1A1) 11a.1 (2A0) -0.67 Ge11
- (2A1) -0.47

12d.1 (1Ag) 12a.2 (2A1) -0.03 Ge12
-(2Eg) 0.27

Table 7. HOMO-LUMO Gaps (HLG, eV) of the Global
Minima Gen

x (n = 2-12, x = 0, -2)a

isomer HLG isomer HLG

2n.1 0.81 2d.1 1.17

3n.1 2.33 3d.1 1.55

4n.1 2.35 4d.1 1.84

5n.1 3.06 5d.1 2.27

6n.1 3.02 6d.1 2.22

7n.1 2.86 7d.1 1.95

8n.1 2.27 8d.1 2.59

9n.1 2.66 9d.1 2.06

10n.1 3.03 10d.1 2.92

11n.1 2.18 11d.1 2.11

12n.1 2.84 12d.1 3.05
aAt the B3LYP/6-311þG(d) level.
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the nuclei of atoms, the valence electrons fill the spherical orbitals
of a system according to the pattern of [1S21P61D102S21F14-
2P61G182D10...], etc. As a consequence, the number of electrons
of 8, 20, 34, 40, 56, and 68, etc. are proposed as the magic
numbers that correspond to the closed shell electrons.We should
note that the observed number of electrons of a simple JSM is
predicted on the basis of a spherical background. Thus, these
magic numbers can be changed due to a lowering of the
molecular symmetry
As for a typical case, let us show the MO pictures of Ge10 that

features an enhanced stability in the neutral state. Each Ge atom
is expected to contribute its four valence electrons to the electron
shell configuration of the system. The Ge10 cluster thus contains
40 valence electrons with an orbital configuration of [1a1

21e4-
2a1

22e43a1
23e44a1

44e41a2
25e45a1

26e46a1
2] that can be arranged

into the model energy ordering of [1S2 2P6 2S2 1D10 1F14 2P6]
(Figure 9). While the HOMO of the Ge10 is a p-orbital, its
LUMO is a g-orbital, belongs to the model G-subshell.
Due to a lowering from a spherical background to theC3v point

group symmetry, the model subshells are split into different

energy levels. However, the resulting energy ordering of Ge10 is
consistent with the electron shell configuration of 40 electrons of
JSM. Overall, the Ge10 is a magic size within the Gen series.
Adding two excess electrons into the HOMO of the neutral

Ge10 leads to an unstable system with open electronic shell config-
uration. However, due to a distortion from the spherical symmetry to
D4d symmetry, the model G-subshell of Ge10

2- is split into P-sub-
shells (Figure 9b). The valence electrons of the Ge10

2- are thus
composed of an orbital configuration of [1a1

21b2
21e1

42a1
21e2

41e3
4-

2b2
23a1

22e1
42e2

42e3
43b2

24a1
23e1

4], which corresponds to themodel
energy ordering of [1S2 1P6 1D10 2S2 1F14 2P4 1G2 2P2]. ItsHOMO
is the third orbital of 2P-subshell, while its LUMO belongs to a
G-subshell. This gives rise to a consequence that Ge10

2- possesses a
closed shell configuration and thereby a higher stability, as compared
to other Gen

2- dianions.
The enhanced stability of the icosahedral Ge12

2- (Ih) is even
more interesting. The Ge12

2- 12d.1 contains thus 50 valence
electrons that are arranged into an energy ordering as [1S2 1P6

1D10 1F6 2S2 1F8 2P6 1G10] (Figure 10). Similar to systems
containing 50 valence electrons reported previously, including

Figure 9. Energy levels and orbitals of the Ge10 (C3v) and Ge10
2- (D4d) using the B3LYP/6-311þG(d) level.
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Pb12Al
þ,46 Ge12M

x (M = Li, Na, Be, Mg, B, and Al),17 a splitting
of the l = 4 shell (G-shell) in the icosahedral 12d.1 (Ih) occurs
under the crystal field effects.47 This splitting of G-shell conse-
quently results in a large energy gap of 3.0 eV between the
frontier orbitals that ultimately leads to its high stability.
Spherical Aromaticity. Aromaticity is usually considered as

one of the important measures to probe the thermodynamic
stability of chemical compounds. While the H€uckel rule of (4nþ 2)
electrons is popularly applied to determine the aromatic character of
planar structures, the Ih symmetrical fullerenes were reported to have
spherical aromaticity through the 2(N þ 1)2 rule, that was recently
proposed byHirsch et al.48 The π-electron system of these species
can approximately be considered as a spherical electron gas, which
surrounds the surface of a sphere. Thewave functions of this electron
gas can be characterized by the angular momentum quantum
numbers (l = 0, 1, 2, 3, ...), that are comparable to the atomic s, p,
d, f, ... orbitals. According to the classical Pauli principle, if a system
with 2(Nþ 1)2π-electrons fully fills allπ-shells, then it then exhibits
an aromatic character.
The MO picture of Ge10 (Figure 9a) reveals two orbital sets:

While the first contains the σ-type MOs of 1S, 1P, 1D, and 1F,
that are occupied by 32 σ-electrons, the second set includes the
MOs of 2S (A1, π) and 2P (E, π and A1, π), that are thus
occupied by 8 valence π-electrons. Consequently, the Ge10
system is characterized by eight π-electrons, that make it
spherically aromatic, which is consistent with the 2(Nþ 1)2 rule.
Similar systems of eight valence π-electrons are also found for

the global minimaGe102- (D4d) andGe12
2- (Ih) (Figures 9b and

10, respectively) in which each includes two π-electrons belong-
ing to the 2S-subshell and six π-electrons belonging to the 2P-
subshell. As a consequence, these dianions Ge10

2- and Ge12
2-

possess an aromatic character that is in line with their enhanced
thermodynamic stability. Ge10 is found to have an enhanced
stability, in good agreement with previous studies. Wang et al.4

showed a maximum peak at Ge10 in their plot of fragmentation

energies, while the maximum ionization potential of the Gen
clusters was found at n = 10.10 Thus, the spherical aromaticity is
proposed to evaluate the aromaticity of the fullerene-like struc-
tures and is not applied to structures like Ge7. The stability of Ge7
is not due to the effect of spherical aromaticity.

4. CONCLUDING REMARKS

In this theoretical study, we carry out a search for the
energetically lower-lying isomers of small germanium clusters
and the anions and dianions, Gen

x with n = 2-12 and x = 0,-1,
-2 using a stochastic method. An improved search method for
structures is implemented, and the obtained results are compared
to previous reports. Using the new procedure with additional
control parameters, optimization yield raises up 90%, and the
larger number of isomers located shows the efficiency of the
procedure. The structures of global minima Gen

x (x = 0,-2) are
found to be analogous to those of boron hydrides BnHn

x. The
negatively charged clusters Gen

-/2- are systematically character-
ized, and the energetic results obtained using both B3LYP and
CCSD(T) methods are in good agreement with available experi-
mental values and also point out some disagreements. Calculated
results show that the Ge10

x clusters, in neutral and dianionic
states, and Ge12

2- clusters are the magic species with large
HOMO-LUMO gaps, high VDE and ADE values, and average
binding energies. The enhanced stability of Ge10, Ge10

2-, and
Ge12

2- can consistently be rationalized by using the jellium
electron shell model and their high spherically aromatic
character.

’ASSOCIATED CONTENT

bS Supporting Information. Tables list the total electronic
energies, zero-point energies of the low-lying isomers. Figures
display all isomers located for the Gen clusters. This material is
available free of charge via the Internet at http://pubs.acs.org.
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ABSTRACT: Herein, we present a new model of chlorophyll a for molecular dynamics simulations based on the optimized
potentials for liquid simulations force field. The newmodel was used to study the structural and dynamic properties of the molecule
in three different solvents: water, methanol, and benzene. The results of the simulations show that structural and dynamic properties
of the chlorin ring are similar in both methanol and benzene. In methanol and water, the magnesium in the chlorin ring binds the
oxygen of the solvent molecules with residence times of 2566 and 1300 ps, respectively. In both methanol and benzene, the phytol
tail shows a worm-like chain distribution with a larger persistence length for the molecule in benzene. On the contrary, chlorophyll a
in water adopts a more compact structure with the phytol chain folded onto the chlorin ring. This conformation is consistent with
the expected conformation of the aggregates of chlorophyll a in aqueous environments. Finally, the rotational time constants
obtained with our model from the simulations in methanol (125 ps) and benzene (192 ps) are in good agreement with the value
extrapolated from the experimental data.

’ INTRODUCTION

Chlorophylls are among themost importantmolecules in nature.1

Chlorophyll a (Chl A), one of the chlorophyll molecules, plays a
key role in the light-harvesting complex (LHC), by collecting and
funneling light, and as an electron carrier in the photosynthetic
reaction centers, by separating charges and transferring electrons
across the photosynthetic membrane.2,3 These marvelous biological
processes are the result of cooperative effects, depending cru-
cially not only on the electronic properties of an individual Chl A
molecule but also on the way they are assembled.4 The structural
organization of the chlorophyll molecules in photosynthetic
systems is orchestrated by electrostatic and van der Waals and
other nuanced interactions of different functional groups with
the surrounding environment. The phytol tail of Chl A is
hydrophobic, while the magnesium (Mg), being coordinatively
unsaturated, attracts nucleophilic polar molecules. In nonpolar
solvents, like benzene, the coordination of Mg is saturated by the
electron donor CdOgroup of another Chl Amolecule leading to
the formation of dimers and aggregates. In polar solvents, like
methanol, the nucleophilic solvent molecules compete with the
CdO group for the coordination with the Mg thereby prevent-
ing aggregation. However, in other polar solvents, like water, they
form large aggregates2 because of the intermolecular hydrogen
bonding or smaller aggregates, like in mixture of acetonitrile/
water, because of the hydrophobic effects of the phytol tail.5

Most of the experimental techniques employed to understand
these interactions (for example see the references)6-11 do not
provide the informationwith atomic resolution. Therefore, use of
theoretical/computational model can complement these data
and provides useful insights for interpretation and comprehen-
sion of the interactions. Several computational studies, based on
molecular dynamics (MD) simulations and quantum mechanics
(QM)methods, on the structural and spectroscopic properties of
chlorophylls are available in literature.12 MD simulation studies

of chlorophylls, including the ones embedded in the LHCs (see
for example refs 13-16), have also been reported. However, to
the best of our knowledge, none of these models have been
optimized and tested against the properties of isolated molecules
in different solvents. In this first paper, we use a newmodel of Chl
A based on the optimized potentials for liquid simulations
(OPLS) force field to study the structural and dynamic proper-
ties of Chl A in three different solvents: water, methanol, and
benzene. We have considered methanol (dielectric constant ε =
33) and benzene (ε = 2.28) because both of them dissolve Chl A,
and hence, it is interesting to analyze their effect on the
conformation of the molecule in the different environments.
On the contrary, simulations in water can be used to test the force
field and to get insights into the mechanism of water-mediated
aggregation. In the paper, we have focused mainly on investigat-
ing the interaction of Chl A with the solvent molecules by
comparing our results with the experimental data17 and recently
published QM calculations.18

The paper is organized as follows. The modeling of the Chl A
force field is presented in theMaterial andMethods Section. The
structural and dynamic properties of the molecule are presented
in the Results and Discussion Section. In this part, we also report
a preliminary study on the aggregation of Chl A. Finally, in the
Conclusion Section, a summary of the study with an outlook on
the further applications of the model is presented.

’MATERIAL AND METHODS

QMCalculations.Chlorophyllide a molecule was used instead
of Chl A to calculate the binding energy of water andmethanol to
the Mg. The starting structure of chlorophyllide a with a water
molecule coordinated to the Mg was obtained from the crystal

Received: August 18, 2010
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structure of the ethyl derivative of the molecule.19 The molecule
was isolated from water, and the ethyl group was substituted by a
hydrogen to retain the chlorophyllide a structure. Geometry
optimization was done with B3LYP method and 6-31G** basis
set in implicit solvation condition using the integral-equation-
formalism protocol20 formulation of the polarizable continuum
model (PCM).21 A water molecule was placed 0.3 nm above the
Mg of the optimized chlorophyllide, and the geometry of the
complex was optimized again using the same procedure, after
which counterpoise correction was used to calculate the binding
energy of the water molecule to the Mg. Normal mode analysis
was done on the water and the chlorophyllide molecules
separately to estimate the thermal corrections used to calculate
the Helmholtz free energy. Similar calculations were done in the
case of methanol and benzene. The optimized geometries used in
the QM calculations are given in the Supporting Information.
QM calculations were also done on Chl A taken from the

crystal structure of the LHC of spinach22 (pdb code: 1RWT) to
obtain the optimized structure (shown in Figure 1) and the
partial charges of the molecule. Geometry optimization was done
using the restricted B3LYPmethod with the 6-31G* basis set, and
the atomic charges were calculated by fitting the molecular
electrostatic potential of the electronic density using the
CHELPG procedure.23 The coordinates of the optimized struc-
ture and the corresponding partial charges are reported in Table
1 and 2 of the Supporting Information.
All the QM calculations were performed using the program

Gaussian 09.24

Chl A Force Field Parameters. We used the OPLS-AA25-28

force field with additional parameters for partial charges, bond
lengths, angles, and dihedral angles based upon our QM calcula-
tions. The force constants for the bond angles and the torsional
interactions and the Lennard-Jones parameters were adapted
from the OPLS parameters, while the partial charges were taken
from the QM calculations described above. The full set of
parameters are reported in the Supporting Information. OPLS
force field-based models were also used for methanol,25 water
(TIP4P model),29 and benzene.30

MD Simulations. All MD simulations and analysis were
performed using the GROMACS package (version 4.0.7).31

The geometry optimized Chl A molecule was immersed in three
boxes containing the three different solvents. The simulations in
water were done in a 5.34 nm long cubic box containing 4999
water molecules coupled to an external bath at 300 K using the
Nose-Hoover32 thermostat and to a barostat at 1 bar using the
Parrinello-Rahman33,34 isotropic pressure coupling method, as
implemented in GROMACS. The coupling time constants for
the control of the temperature (τT) and the pressure (τP) were
set to 0.2 and 1.0 ps, respectively, and the compressibility was set
to 4.5� 10-5 bar-1. For the simulations inmethanol, a cubic box
of length 4.9 nm containing 1685 molecules was used. The
coupling time constants τT and τP were set to 0.1 and 1.5 ps,
respectively, and the compressibility was set to 1.2� 10-4 bar-1.
For the simulations in benzene, a cubic box of length 6.31 nm
containing 1685 solvent molecules was used. The coupling time
constants τT and τP were set to 0.2 and 2.5 ps, respectively, and
the compressibility was set to 9.5 � 10-5 bar-1. All the solvent
molecules within 0.15 nm of any Chl A atom were removed, and
the systems were energy minimized with the steepest-descent
method for 5000 steps. The bond lengths were constrained using
the SETTLE algorithm35 for the water molecules and the LINCS
algorithm36 for the other molecules. A 1.0-1.2 nm switched
cutoff radius was used for the Lennard-Jones interactions. The
PME method37 was used for the electrostatic interactions with
PME order of 4, Fourier spacing of 0.12 nm, and dielectric
permittivity of 1. The short-range neighbor list was set to 1.4 nm.
All the atoms were given an initial velocity obtained from a
Maxwellian distribution at 300 K. A time step of 2 fs was used in
the simulations, and they were equilibrated by 500 ps ofMD runs
to allow the relaxation of the solvent molecules. After the
equilibration, 50 ns production run was performed for each
simulation. Simulations were also performed at constant tem-
perature and volume (NVT) conditions to calculate the potential
of mean force (PMF)38 of the interaction of the solvent
molecules with the Mg. Simulations of systems with 10 Chl A
molecules in the three solvents were also performed to test the
formation of aggregates in the different solvents. The boxes used
in the simulations contained 10 889, 10 828, and 10 827 mole-
cules of water, methanol, and benzene, respectively.
Cluster Analysis of the Chl A Conformation. A reliable

estimation of the conformational space explored by the simula-
tions is the evaluation of the number of different configurations
generated during the trajectory.39 The cluster analysis of
trajectories was performed using the method proposed by
Daura et al.40 on a total of 5000 structures sampled every 10
ps. The clustering algorithm was applied to the heavy atoms of
Chl A. The criteria of similarity for two structures was a
positional root-mean-square deviation with the cutoff set to
0.3 nm. Similar analysis was done to the chlorin ring using the
cutoff of 0.02 nm.
Phytol Tail analysis. The conformational dynamics of the

phytol chain was analyzed by calculating the distribution of the
beginning-to-end chain length. In the case of methanol and
benzene, the distributionwas compared with the worm-like chain
(WLC)41,42 model given by

PðRÞ ¼ 4πNR2

l2cA
9=2

exp -
3lc
4lpA

 !
ð1Þ

where R is the coordinate along the contour of the tail, N is the
normalization factor, lp is the persistence length, lc is the contour

Figure 1. Optimized geometry of Chlorophyll a in vacuum.
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length and A is given by

A ¼ 1-
R2

l2c
ð2Þ

Translational and Rotational Diffusion. The diffusion coef-
ficient of Chl A was calculated using the Einstein relation:43

6Dt ¼ lim
t sf ¥

ÆjriðtÞ- rið0Þj2æ ð3Þ

where ri(t) is the coordinate vector of the particle i at time t, and
ri(0) the coordinate vector of the particle i at time t = 0.
Besides the translational diffusion, rotational diffusion pro-

vides useful information on how a solute interacts with the
solvents. The rotational diffusion of the chlorin ring was calcu-
lated using the autocorrelation function of the vector normal to
the plane of the ring:

C2ðtÞ ¼ P2ðnð0Þ 3 nðtÞÞ
� � ð4Þ

where P2 is the Legendre polynomial of the order 2, n is the unit
vector pointing out of the plane of the ring, and the brackets
indicate the average along the trajectory.44 The plane of the ring
was determined using the atoms that show the least fluctuations
in the ring.
Rotational Relaxation Time Constants. The correlation

function measured in the experiments is usually approximated by45

C2ðtÞ ¼ a exp½-ð6DrtÞ� ¼ a expð- t=τ2Þ ð5Þ
and τ2 is the rotational relaxation time. Thus, the relaxation time
obtained from the simulations is related to the rotational diffu-
sion coefficient by

τ2 ¼ 1
6Dr

ð6Þ

Viscosity of the Solvents. To compare the rotational relaxa-
tion time constants obtained from the simulations with the
experimentally determined time constants, the viscosity of
the solvents used in the simulations and the experiments has to
be taken into account. The viscosities of the solvents used in the
simulations were computed from the nonequilibrium MD
simulations.46

In this method, a sinusoidally varying acceleration, with the
profile given by

axðzÞ ¼ Acosð2πz=lzÞ ð7Þ
where A is the amplitude of the acceleration and lz is the height of
the box, was applied in the x direction. In these simulations the
length of the boxes in z-direction were set three times longer than
in the other directions. The generated velocity profile due to the
acceleration can be written as

υxðzÞ ¼ V cosð2πz=lzÞ ð8Þ
where V is the amplitude of the generated velocity. The viscosity
was then calculated using the relation:

η ¼ A
V

Fðlz=2πÞ2 ð9Þ

where F is the density of the solvent.

Different simulations were done varying the amplitude of the
acceleration. The viscosity at the equilibrium was determined by
interpolation.
Solvation Geometry and Energetics. The distribution of

solvent molecules around the Mg plays an important role in
solvation and solvent-mediated aggregation of Chl A molecules.
The pair correlation function, gx,y(r), and the spatial distribution
function (SDF)47 were used to get insight into the local ordering
of the solvent molecules. The subscripts x and y in gx,y(r) denote
the particle types, and r denotes the radial distance between
the particles x and y. The number of solvent molecules in the
different solvation shells of the Mg was calculated using the
running integration number (RIN):

n ¼ 4πF0

Z R

0
gMg, XðrÞr2dr ð10Þ

where X denotes either O (oxygen atom) or C (carbon atom),
and F0 is the number density of the solvent molecule of which the
RIN is calculated.
The anisotropic distribution of the solvent atoms around the

chlorin ring was analyzed using the SDFs calculated in the
Cartesian coordinate system with the origin of the system fixed
to theMg, two of the vectors defined by the vectors joiningMg to
the nitrogen atoms and a third vector orthogonal to the plane
defined by the first two vectors.
The PMFs of the interaction of the solvent molecules with the

Mg, as a function of radial distance, were calculated from the pair
correlation functions obtained from the NVT simulations using
the relation:38

gMg, XðrÞ ¼ exp -
wðrÞ
kT

� �
ð11Þ

where w(r) is the PMF, k is the Boltzmann constant, and T is the
temperature.
Residence Time ofWater andMethanol.The lifetime of the

contact between the Mg and the solvent molecules in a given
solvation shell provides important information about the solva-
tion dynamics. This information can be obtained from MD
trajectories in different manners.44 A common approach is the
use of the so-called survival time correlation function:48

PRðtÞ ¼ ∑
N

j¼ 1
∑
t0
PR, jðt0, t0 þ tÞ ð12Þ

where the probability function, PR,j(t0, t0 þ t) is a binary function that
adopts a value of 1 if the solvent molecule labeled j has been in the
referred solvation shell around site a from time t0 to time t þ t0,
without escaping in this time interval (or leaving the shell during this
interval for a time not longer than a t* interval), and 0 otherwise. The
value of PR,j(t, t þ t0) is averaged over time and over all solvent
molecules from conformations sampled from the MD simulation.
PR,j(t= 0) equals the average number of solventmolecules belonging
to the solvation shell of the site j (i.e., the coordination number), and
PR,j(t) gives the average number of solventmolecules that still remain
in the hydration shell after a time t from when they first entered the
shell. The relaxation trend of PR,j(t) provides information about
the local dynamics of the solvation molecules. The value of PR,j(t)
can be approximated to an exponential function:48

CRðtÞ ¼ A expð- t=τÞ ð13Þ
where τ is the residence time.
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’RESULTS AND DISCUSSION

Structural Properties. The cluster analysis of the chlorin ring
done with cutoff of 0.02 nm gave 11, 10, and 9 clusters from 5000
sampled structures in water, methanol, and benzene, respec-
tively. The cumulative number of the clusters (Figure 2a) reaches
a plateau indicating a good sampling of the conformational space.
The first three clusters account for 99% (80, 10, and 9%), 99%
(79, 11, and 9%), and 99% (80, 14, and 5%) of the structures in
the three solvents, respectively. The representative structures of
the first three clusters are shown in Figure 3. The average
structure of the ring is planar. The deviations from the planarity
involve different collective motions of the atoms in the ring. The
root-mean-square fluctuations of the atoms (Figure 4) show that

atoms on the border of the chlorin ring have larger fluctuations
than the atoms that connect the aromatic rings or the atoms in
the inner part of the rings. Though the pattern of fluctuations in
all the three solvents is similar, larger fluctuations are observed
in water than in methanol or benzene due to the phytol tail which
folds back onto the chlorin ring.
The cluster analysis of the completemolecule performed using

a larger cutoff of 0.3 nm gave 12, 15, and 14 clusters from 5000
structures sampled from the simulations in water, methanol, and
benzene, respectively. The cumulative number of the clusters
(Figure 2b) reaches a plateau indicating a good sampling of the
conformational space. The first three clusters account for 94, 71,
and 75% of the total sampled structures in water, methanol, and
benzene, respectively. The large variety of conformations is
mainly determined by the hydrophobic phytol chain. The smaller
number of clusters observed in the simulation in water is due to
the folded configuration of the tail, which reduces its mobility.
On the contrary, in methanol and benzene, the flexibility of the
tail resembles that of a freely floating chain thereby increasing the
number of conformations. In Figure 5 the beginning-to-end
distribution of the phytol chain is reported. In methanol and
benzene, the distributions are similar, spanning from 0.36 to 2.33
nm, with the main peak in methanol at 1.57 nm and in benzene at
1.76 nm. The WCL (eq 1) model fitted to the distributions gives
contour and persistence lengths of lc = 2.47( 0.02 nm, lp = 0.239(
0.006 nm, and lc = 2.575 ( 0.009 nm, lp = 0.266 ( 0.003 nm in
methanol and benzene, respectively. The comparison of the
persistence lengths indicates that the chain in benzene is stiffer
than in methanol. The distribution in water, which does not fit to
the WLC model, is bimodal with the first peak at 0.57 nm
corresponding to the tail folded onto the ring and the second
peak at 1.4 nm corresponding to a more extended configuration.

Figure 2. Cumulative distribution of the number of clusters obtained
from the water, methanol, and benzene simulations: (a) chlorin ring and
(b) all heavy atoms of Chl A.

Figure 3. Representative configurations of the three most populated
clusters of the chlorin ring.

Figure 4. Root-mean-square fluctuations of the atoms of the chlorin ring (b). The numbering of the atoms is shown in (a).

Figure 5. The distribution of the beginning-to-end distance of the
phytol chain of Chl A in water, methanol, and benzene. The symbols
indicate the data obtained from the simulations. The distribution in
benzene and methanol is fitted to the worm-like chain model distribu-
tion (solid lines).
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Linear and Rotational Diffusion. The rotational diffusion of
amolecule in solution can bemeasured in real time using pump-
probe techniques with ultrashort laser pulses. In these experi-
ments, a pump pulse is used to select molecules with a defined
orientation, in some cases the molecules can also be aligned with
the laser pulses, and the probe pulse is used to interrogate the
transient anisotropy in the system induced by the pump pulse.
Rotational diffusion makes the system isotropic thereby dimin-
ishing the signal from the induced anisotropy. Few of these
experiments have been done to measure the rotational dynamics
of chlorophyll molecules. In one of the transient grating studies
done on zinc methyl 13-desoxopyropheophorbide (Zn DMPPH),
an analogous molecule, the measured relaxation time of the
rotation of the molecule dissolved in tetrahydrofuran (THF) was
114 ps.49 The relaxation time of the rotational dynamics of a
molecule is directly proportional to the viscosity, η, of the
solvent. Thus, to compare the experimental result with the
results from simulations, the viscosities of the different solvents
need to be taken into account. The experimental viscosity of
THF is ηT = 4.8 � 10-4 Pa.s. The viscosities of the solvent
models used in the simulations, determined by nonequilibrium
MD simulations,50 are ηw = (5.6 ( 0.7) � 10-4 Pa.s, ηm =
(5.4 ( 0.7) � 10-4 Pa.s, and ηb=(7.4 ( 0.9) � 10-4 Pa.s for
water, methanol, and benzene, respectively.
In the approximation that the geometry of the molecule is

unchanged in different solvents, the viscosities and the rotational
time constants τ follow the relation:

τx
τy

¼ ηx
ηy

ð14Þ

where subscripts x and y represent two different solvents. The
expected rotational time constant of Zn DMPPH in water,
methanol, and benzene models estimated using eq 14 are τ2,w =
135( 15, τ2,m = 128( 14, and τ2,b = 176( 30 ps, respectively.
Subscripts w, m, and b refer to the solvents water, methanol, and
benzene, respectively. The time constants of the exponential
functions used to fit the second-order correlation functions
obtained from the simulations (Figure 6) are τw = 99, τm =
125, and τb = 192 ps. The rotational diffusion time constants
obtained from simulations in methanol and benzene are close to
the respective estimated rotational time constants. In water, the
time constant obtained from the simulation is slightly lower than
the corresponding estimate from the experiment, which could be
due to the influence of the solvent in the geometry of the

molecule. In water, as noted previously, the tail folds back to
the chlorin ring, thereby decreasing the cross-section of the
molecule as well as the moment of inertia and hence the faster
rotational motion.
The rotational diffusion coefficients computed using eq 6 are

1.68, 1.33, and 0.87 rad2/ns in water, methanol, and benzene,
respectively. To the best of our knowledge, direct experimental
determination of rotational diffusion coefficients of Chl A or
related molecules is not yet done. However, the values obtained
from the simulations can be considered quite reliable, as the
relaxation times obtained from the simulations are close to those
estimated from the available experimental data.
Finally, the linear diffusion constants estimated using eq 3 are

0.47 � 10-5, 0.52 � 10-5, and 0.40 � 10-5 cm2s-1 in water,
methanol, and benzene, respectively.
Chl A Solvation.The coordination unsaturation of theMg can

be satisfied by nucleophilic ligands.2 The ligands can form both
the Chl 3 L1 and Chl 3 L2 complexes, where Chl 3 L1 is the complex
formed with a ligand occupying one of the axial positions, while
Chl 3 L2 is the complex formed with two ligands occupying the
axial positions on both the sides of the chlorin plane. The
coordination of the methanol and water molecules to the Mg
can be studied with the pair correlation function gMg,O. In
Figure 7, the gMg,Os of both the solvents are shown. They have
the first peak located at 0.21 nm. The narrow width of the peaks
indicates that the oxygen atom is strongly bound to the Mg in
both the solvents. The average number of oxygen atoms within
the first solvation shell (up to 0.28 nm) is 1.02 and 1.01 for water
and methanol, respectively (see Figure 7). This indicates that the
Mg is predominantly penta-coordinated. The average number of
oxygen atoms within the second solvation shell (up to 0.50 nm in
water and 0.52 nm in methanol) is 4.33 and 2.19 in water and
methanol, respectively.

Figure 6. Correlation functions using second-order Legendre polyno-
mial for the rotational diffusion of Chl A in water, methanol, and
benzene. The correlation functions are fitted with exponential decay
curves. The time constants for the decay, τ, are reported in the figure.

Figure 7. The radial distribution functions and the running integration
numbers of the oxygen atoms of water and methanol and the carbon
atoms of benzene around the Mg atom.
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In Figure 8a and b, the SDF of oxygen and hydrogen atoms of
water and methanol around the chlorin ring is shown. The average
structures of the chlorin ring shown in the figures are slightly
distorted with the Mg atom displaced out of the plane of the ring.
The distortion is opposite to the sidewith the esterCdOgroup.The
distances between the Mg and the plane of the chlorin ring defined
by atoms 1, 10, and 22 (Figure 4a) are 0.023 and 0.027 nm in water
and methanol, respectively. The B3LYP/6-31G** optimized struc-
tures of water-chlorophyllide and methanol-chlorophyllide com-
plexes (Figure 9a and b, respectively) also show distortion of the
chlorin ring. The distances between the Mg atom and the plane of
the chlorin ring, as defined previously, are 0.040 and 0.037 nm in the
water-chlorophyllide and themethanol-chlorophyllide complexes,
respectively. The displacement observed in the optimized geometry
of water-chlorophyllide complex is similar to the displacement of
0.039 nm observed in the crystal structure of ethyl-chlorophyllide a
dihydrate.19 The displacement observed in the MD simulations is
less than the displacement observed in the chlorophyllide crystal
structure and close to the range of displacement of 0.011-0.025 nm
observed in the chlorophyll molecules of the spinach major LHC
crystal structure (1RWT).
The SDF of the oxygen atoms of water (Figure 8a) shows two

densities on the axial position on both the sides of the chlorin
ring. In the same figure, the SDF of the hydrogen atoms of water
shows that the hydrogens of the water molecules bound to the
Mg point outward from the ring, which is consistent with the
B3LYP/6-31G** optimized structure of water-chlorophyllide
complex as shown in Figure 9a. The distance between Mg and
oxygen in the optimized structure is 0.211 nm, which agrees with
the position of the first peak of the gMg,O from the simulation. In
addition, the Mg-O distances in both the QM-optimized
geometry and the SDF are similar to the distance of 0.204 nm
observed in the crystal structure of ethyl chlorophyllide a

dihydrate.19 The SDF of the oxygen atoms shows other two
high-density regions above the first on the upper side of the ring.
The arrangement of these two regions indicates presence of
hydrogen bonds between the water molecules in the two regions
and the water molecules coordinated to the Mg. Aggregation of
chlorophylls in aqueous medium has been attributed to the
hydrogen bonding between the Mg-bound water molecule of
one chlorophyll and the keto CdO group of another chlorophyll
molecule.51,52The presence of water molecules chained with
hydrogen bonds to the Mg coordinated water molecule is
supported by the crystal structure of ethyl chlorophyllide
a 3 2H2O, as proposed by Strouse et al.

19 In this crystal structure,
the Mg-coordinated water molecule is simultaneously hydrogen
bonded to the keto CdOgroup of another ethyl chlorophyllide a
and to the oxygen of the second water molecule. The second water
molecule is then hydrogen bonded to the ester CdO of the first
ethyl chlorophyllide and to the propionic ester CdOof a third ethyl
chlorophyllide (see the cited paper of Strouse et al.).19 Coordination
of watermolecule to theMg also plays a central role in the proposed
models of the photoactive chlorophyll special pair;52 the SDF of the
water molecules around the chlorin ring obtained from our simula-
tions is consistent with these hypotheses.
The SDF of the oxygen of methanol (Figure 8b) shows three

regions of high density of oxygen atoms: two above and one
below the chlorin ring. The high densities on the axis above and
below the Mg are due to the oxygen atoms bound to the Mg;
the other high density on the side of the density above the Mg is
due to methanol molecules hydrogen bonded to the former. The
SDF of the hydroxyl hydrogens shows a high density in the
vicinity of the ester and the keto oxygens indicating hydrogen
bonding of methanol molecules with these groups. How the
arrangement of the two methanol molecules affects the solubi-
lity/aggregation of chlorophylls is not clear from the simulations.

Figure 8. Spatial distribution function of oxygen and hydrogen atoms of water molecules (a), methanol molecules (b), and carbon atoms of benzene
molecules (c) around the chlorin ring . Color coding for the contour surfaces: green for O, yellow for H in hydroxyl group, gray for H in methyl group,
and magenta for C in the benzene. The contour values of the iso surfaces are 10 for both the hydrogens and oxygens in water; 22, 9, and 15 for methyl
hydrogens, hydroxyl hydrogens, and oxygens, respectively, in methanol; and 12 for the carbons in benzene.

Figure 9. The optimized geometry of chlorophyllide-water (a), chlorophyllide-methanol (b), and chlorophyllide-benzene (c) complexes.
The oxygen atom of water and methanol is bound to the Mg atom of the chlorin ring. The distance between the oxygen and the Mg is 0.21 nm
(a and b). The distance of theMg from the center of the benzene ring is 0.38 nm. The plane of the benzene ring is slightly tilted at an angle to the plane of
the chlorin ring (c).
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The pair correlation function gMg,C of carbon atoms of
benzene molecules around the Mg has the first peak at 0.35
nm (Figure 7c), which is similar to the distance of 0.38 nm
between Mg and benzene in the B3LYP/6-31G** optimized
chlorophyllide-benzene complex (Figure 9c). The number of
solvent molecules in the first solvation shell (up to 0.5 nm radial
distance) is 1.65. As in the case of water and methanol, the Mg is
slightly displaced out of the plane of the ring by about 0.013 nm.
The displacement of the Mg observed in the B3LYP/6-31G**
optimized chlorophyllide-benzene (Figure 9c) complex is 0.006
nm. The oblate doughnut shape densities, which slightly are at an
angle to the chlorin plane in the SDF of benzene (see Figure 8c),
agree well with the position of the benzene molecule in the QM-

optimized structure of chlorophyllide-benzene complex (see
Figure 9c).
Binding Energy and Helmholtz Free Energies of Solvation

of the Mg Atom. The binding energies of water and methanol
molecules in the chlorophyllide A 3 L1 calculated using counter-
poise corrected B3LYP/6-31G** method are -43.73 and
-45.34 kJ/mol, respectively. QM calculations done by Fredj
et al.18 on a similar model of Chl A gave a similar value of
-51.46 kJ/mol, for the binding of water to the Mg. The Helmholtz
free energy of binding (ΔFb) obtained from our calculations is
-7.95 and -7.96 kJ/mol in water and methanol, respectively.
From the experimentally determined equilibration constant
(K = 56 l mol-1) of dimers and the methanol-coordinated Chl
A molecules in CCl4,

17 a ΔFb value of -10.04 kJ/mol can be
estimated. As we expect that theΔFb for the binding of methanol
to chlorophyllide a is similar to the one with Chl A, the QM
calculated value is in good agreement with the experimental data.
The ΔFb calculated from the MD simulations using the PMF

(Figure 10) of the interaction between the methanol molecules
and the Mg is -4.45 kJ/mol, which is lower than the value
estimated from the experiment. However, it has been shown
from QM calculations that the dielectric constant of the medium
decreases the binding of the ligands.18 Thus taking into account
the difference in the dielectric constants of the solvents in the
experiment (CCl4, ε = 2.24) and the simulations (pure methanol,
ε ≈ 2053), the lower values of the ΔFb in the simulation can be
considered reasonable.
The ΔFb of water and benzene to the Mg obtained from MD

simulations is -1.92 and -0.24 kJ/mol. Though experimental
values are not available for these solvents, the values obtained
from our simulation seem reasonable.
Chl A Aggregation. The structures of dimers and multimers

obtained from the simulation of 10 Chl A molecules in the water
Figure 10. The potential of the mean force of the solvent molecules
derived from the radial distribution functions.

Figure 11. Stereo view of the structures of the dimer (a) and the pentamer (b) of Chl A formed in the water.
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and the benzene are shown in the Figures 11 and 12, respectively.
No stable dimers ormultimers were observed in the simulation in
methanol. In the simulation in water, a stable dimer and a
pentamer were observed. The spherical shape of the pentamer
with the chlorin rings pointing outward is similar to the structure
of the large aggregates of Chl A inwater-rich regions, as proposed by
Agostiano et al.,5 wherein the self-aggregation is attributed to the
hydrophobic interactions of the phytol tail. The dimer obtained
from the water simulation (Figure 11a) has a water molecule
sandwiched between the two Chl A molecules, while the pentamer
inwater (Figure 11b) has twowatermolecules sandwiched between
the Chl A molecules. It is possible that that the water molecules
trapped in the aggregates also contribute to the aggregation by
electrostatic and hydrogen-bonding interactions.
The dimers observed in the simulation in benzene (Figure 12)

have different geometries. In the first dimer (Figure 12a), the two
molecules are bridged by the binding of the ester CdO group of
the first molecule to the Mg of the second molecule. In the
second dimer (Figure 12b), the two molecules are bridged by the
binding of the ester CdO group of one molecule to the other.
Though other dimeric and multimeric conformations are also
expected to form,54 they probably were not observed in our
simulations because of the limited size of the system and the
length of the simulations.
Residence Time of Water and Methanol. As reported by

Ballschimeter and Katz,51 a dynamic equilibrium exists between
the 2Chl A 3 L complex and the isolated species for nucleophilic
ligand L in nonpolar solvents. The coordination of the ligand to
the Mg is primarily responsible for the formation of Chl A 3 L
complex. The time scales of the formation of the complex and its
disaggregation can be calculated from the residence time of met-
hanol and water coordinated to the Mg.
In the simulation in methanol, the solvent molecules in close

contact to the Mg have residence times spanning from picose-
conds up to few nanoseconds. The distribution of the short
residence time is shown in Figure 1a of the Supporting Informa-
tion. The exponential decay approximating the distribution gives
a time constant of 5 ps. The distribution of the residence time
longer than 100 ps is shown in the panel b of the same figure. The

exponential function fitted to the distribution gives a time
constant of 2566 ps.
A similar multi-exponential distribution is observed for the

residence times of water molecule in the chlorin ring (see Figure
2 in the Supporting Information). Interestingly, in this case,
intermediate time scales (hundreds of ps) are also observed. The
three time scales obtained from fitting exponential functions are
10, 200, and 1300 ps, respectively. The shortest and the longest
time scales are associated with events involving a fast solvent
exchange in the first shell of theMg caused bymolecular collision
or conformational change of the chlorin ring. Interaction of other
water molecules hydrogen bonded to the Mg-coordinated mo-
lecule may be responsible for the presence of the intermediate
residence time. However, as there are few data points available for
the distributions of the residence times, the calculated decay
constants can only be considered qualitatively.

’CONCLUSIONS

In this paper, we have presented a new model of chlorophyll a
for MD simulations based on the all-atom OPLS force field. The
model was tested by studying structural and dynamic properties of
the molecule in three different solvents: water, methanol, and
benzene. The rotational time constants obtained with our model
from the simulations in methanol (125 ps) and benzene (192 ps)
are in good agreement with the value extrapolated from experi-
mental data.

The distribution of the phytol tail length in methanol and in
benzene is consistent with WLC distribution. The stark differ-
ences in the configuration of the tail in different solvents raise
interesting questions about the effect of the protein and lipid
environment on the distribution of the Chl A in the photo-
synthetic complex of the chloroplasts. Furthermore, the Mg-
coordinating water and methanol molecules have geometries
comparable to the available experimental values. In particular, the
spatial distribution of the oxygens and hydrogens of water and
the methanol molecules support the proposed interaction of
these solventmolecules with different functional groups of Chl A.
The results of the simulations show that structural and dynamic

Figure 12. Stereo view of the structures of the dimers of Chl A in the benzene.
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properties of the chlorin ring are similar in both methanol and
benzene. In methanol and water, the Mg atom in the chlorin ring
binds the oxygen of the solvent molecules with residence times of
2566 and 1300 ps, respectively.

The overall good quality of the model makes it suitable for the
study of interesting systems like self-assembled micelles,55 mi-
micking the reaction center of light harvesting complexes and
interactions of the chlorophylls with inorganic surfaces.
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ABSTRACT: Refinement of macromolecular models from X-ray crystallography experiments benefits from prior chemical
knowledge at all resolutions. As the quality of the prior chemical knowledge from quantum or classical molecular physics improves,
in principle so will resulting structural models. Due to limitations in computer performance and electrostatic algorithms, commonly
used macromolecules X-ray crystallography refinement protocols have had limited support for rigorous molecular physics in the
past. For example, electrostatics is often neglected in favor of nonbonded interactions based on a purely repulsive van der Waals
potential. In this work we present advanced algorithms for desktop workstations that open the door to X-ray refinement of even the
most challenging macromolecular data sets using state-of-the-art classical molecular physics. First we describe theory for particle
mesh Ewald (PME) summation that consistently handles the symmetry of all 230 space groups, replicates of the unit cell such that
the minimum image convention can be used with a real space cutoff of any size and the combination of space group symmetry with
replicates. An implementation of symmetry accelerated PME for the polarizable atomic multipole optimized energetics for
biomolecular applications (AMOEBA) force field is presented. Relative to a single CPU core performing calculations on a P1 unit
cell, our AMOEBA engine called Force Field X (FFX) accelerates energy evaluations by more than a factor of 24 on an 8-core
workstation with a Tesla GPU coprocessor for 30 structures that contain 240 000 atoms on average in the unit cell. The benefit of
AMOEBA electrostatics evaluated with PME for macromolecular X-ray crystallography refinement is demonstrated via rerefine-
ment of 10 crystallographic data sets that range in resolution from 1.7 to 4.5 Å. Beginning from structures obtained by local
optimization without electrostatics, further optimization using AMOEBA with PME electrostatics improved agreement of the
model with the data (Rfree was lowered by 0.5%), improved geometric features such as favorable (φ, ψ) backbone conformations,
and lowered the average potential energy per residue by over 10 kcal/mol. Furthermore, the MolProbity structure validation tool
indicates that the geometry of these rerefined structures is consistent with X-ray crystallographic data collected up to 2.2 Å, which is
0.9 Å better than the actual mean quality (3.1 Å). We conclude that polarizable AMOEBA-assisted X-ray refinement offers
advantages to methods that neglect electrostatics and is now efficient enough for routine use.

I. INTRODUCTION

We recently described theory for biomolecular X-ray crystal-
lography refinement based on optimization of a target function
Etarget that is the sum of polarizable atomicmultipole descriptions
of both the X-ray scattering EX-ray and the chemical potential
energy Echemistry

Etarget ¼ waEX-ray þ Echemistry ð1Þ

where the weight wa controls their relative importance.1 The
method has been successfully applied to ultrahigh-resolution
(0.5 Å) peptide crystals1 and high-resolution (1.0 Å) protein and
nucleic acid biomolecules2 and to neutron crystallography.3 In
the first two cases, our Cartesian Gaussian multipolar scattering
model with multipole coefficients from the atomic multipole
optimized energetics for biomolecular applications (AMOEBA)
force field4-8 improved R/Rfree statistics.

1,2 For the biomolecular
and neutron crystallography data sets, the polarizable AMOEBA
energetic model was shown to be critical for refinement of water

hydrogen-bonding networks.2,3 These encouraging results mo-
tivate further work to apply AMOEBA-assisted X-ray refinement
to larger macromolecular crystals at lower resolution (1.0-
4.5 Å). However, our rough draft implementation based on the
combination of TINKER v. 5.09 and CNS v. 1.2110 required
expansion to P1 for AMOEBA forces and was limited to systems
with on the order of 25 000 atoms. To address this, the present
work describes a completely new implementation of AMOEBA
(Echemistry) designed from the ground up for application to large
biomolecular data sets on modern desktop workstations. We
describe particle mesh Ewald (PME) electrostatics theory that
consistently supports all 230 space groups, replicates of the unit
cell such that the minimum image convention can be used with a
real space cutoff of any size and the combination of space group
symmetry with replicates.11 Our implementation, called Force
Field X (FFX), uses the Java Runtime Environment (JRE) for

Received: September 4, 2010
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shared memory parallelization across CPU cores in combination
with offloading computational work to a GPU coprocessor.

A rigorous solution for the electrostatic potential within an
infinite lattice of unit cells was originally described by Ewald in
1921.12 The method, now referred to as Ewald summation,
converts the real space Coulomb lattice summation into the sum
of real space and reciprocal space contributions. PME, intro-
duced by Darden et al. in 1993,11 formulated the reciprocal space
portion using Lagrange interpolation and fast Fourier transforms
(FFT) to achieve N 3 log(N) scaling for the calculation of
structure factors. Smooth PME13 replaced Lagrange interpola-
tion with B-spline interpolation, which offers analytic gradients of
arbitrary accuracy and extension to multipolar charge
descriptions.14-16 Recently, Gaussian split Ewald,17 multilevel
Ewald,18 and interlaced19,20 approaches have been presented to
improve the scaling and/or parallelization of particle mesh
methods.

Computation of structure factors is of fundamental impor-
tance to both PME electrostatics and X-ray scattering. In both
cases this is a direct consequence of the tiling of three-dimen-
sional (3D) space by a repeating unit cell. In the context of X-ray
refinement, structure factors computed from the structural
model are formally compared to those measured experimentally
within the X-ray term (EX-ray) of the overall refinement target
given in eq 1. Earlier work based on the FFX platform presented a
differentiable X-ray term that includes the scattering of bulk
solvent, which is used for the AMOEBA-assisted rerefinements
presented later.21 Within the context of force field potentials
(Echemistry), periodic boundary conditions (PBC) facilitate the
study of an infinitely large system and eliminate edge effects
inherent to aperiodic descriptions.

Use of PME for molecular dynamics simulations has flour-
ished because it is often the most efficient way to avoid artifacts
introduced by truncation schemes.14,22 The importance of
electrostatics to biomolecular energetics has led to the develop-
ment of schemes to decompose electron density23,24 into rela-
tively many low-order sites (i.e., charges at atomic centers, bond
centers, lone pairs, etc.) vs fewer higher order atomic multipole
sites.25-29 Generally, there has been greater emphasis placed on
modeling lone pair electron density than on bonding electron
density in order to predict hydrogen bonding.5 From a crystal-
lography perspective, bond density is of greater consequence
since it contributes more to X-ray scattering than lone pair
density for the majority of biomolecular structures.30 For exam-
ple, the phenol ring of tyrosine has seven bonds between heavy
atoms but only a single lone pair site. To place electron density at
bond centers for tetrahedral chemistries, diamond for example,
either an atomic multipole expansion through hexadecapole
order or bond charges is necessary.1,31

On the other hand, use of Ewald summation for X-ray
crystallography refinement has lagged behind its adoption for
molecular simulation. A first step toward including electrostatics
within refinement by simulated annealing was described by Weis
et al. for influenza virus hemagglutinin; however, the lattice
summation was evaluated using a conditionally convergent
spherical cutoff.32 This approach was reintroduced33 with the
addition of an analytic generalized Born continuum solvent,34,35

however, the underlying conditional convergence of the Cou-
lomb lattice summation was not addressed. Although fixed
charge force fields may be designed for use with a spherical
cutoff, this approach is based on the observation that the radial
distribution function (RDF) of neat organic liquids asymptote to

unity at about one nanometer.36 However, the RDFs for
molecules within a periodic crystal do not decay to one but have
periodic peaks at all lengths scales. Long-range correlations must
be considered or inclusion of electrostatics can lead to systematic
errors.14,22 Currently, refinement packages, such as CNS,10,37

Phenix,38,39 BUSTER,40 and Refmac41 lack a rigorous Coulomb
lattice summation method. Therefore, a key motivation for the
current work was to create a state-of-the-art force field engine
that can be incorporated into existing X-ray crystallography
software and can handle data sets of any size—from small
molecule crystals to ribosome crystals with millions of atoms.

We begin by describing the explicit incorporation of symmetry
operators into PME electrostatics for the AMOEBA force field.8

Our algorithm consistently accommodates not only space groups
but also replicates of the central unit cell and the combination of
space group symmetry with replicates. Details of our paralleliza-
tion scheme are presented for shared memory parallelization
over CPU cores in combination with the option to offload the
PME reciprocal space sum to a GPU coprocessor. Overall
timings and the speed up relative to expansion to P1 for 30
crystals with a variety of space groups are discussed in order to
demonstrate that for the first time PME electrostatics are
affordable for X-ray refinement of all system sizes encountered
in macromolecular crystallography. Finally, we compare rere-
finement of 10 X-ray crystallography data sets with and without
polarizable AMOEBA electrostatics.

II. PARTICLE MESH EWALD WITH SPACE GROUP
SYMMETRY

A. Unit Cell, Space Group, and Asymmetric Unit Defini-
tions.We define a latticeΛ in direct space by its basis vectors a,
b, and c that have Euclidean lengths a, b, and c, respectively. The
Cartesian component of a vector will be denoted by a subscript,
for example aR, where R ∈ {1,2,3}. The conjugate reciprocal
lattice Λ* is defined by basis vectors a*, b*, and c* that have
Euclidean lengths a*, b*, and c*, respectively. The unit cell U of
the lattice Λ consists of all points rfrac that have fractional
coordinates with 0 e rfrac,R e 1. Cartesian coordinates r can
be converted to fractional coordinates rfrac via multiplication by a
3 � 3 fractionalization matrix rfrac = rtA, where the superscript t
denotes the transpose of the Cartesian coordinate column vector
into a row vector and the columns of A are the reciprocal basis
vectors. The inverse operation is given by r= rfrac

t A-1, where the
rows of A-1 are given by the direct basis vectors.
The space group of a crystal will be defined by its set of ns

symmetry operators. The ith fractional symmetry operator (Ri,ti)
is composed of a 3� 3 rotation matrixRi plus a translation vector
ti. The analogous Cartesian symmetry operators will be denoted
in italics as (Ri,ti). We assume a chemical system that is modeled
by a set of na unique atoms, which constitute the asymmetric unit.
The position of each atom i is described by orthogonal coordi-
nates ri and its permanent atomic charge, dipole, and quadrupole
by {qi,di,Φi}. The coordinates of any atom in the unit cell can
then be generated by application of a symmetry operator to one
of the atoms in the unique set. The atomic electrostatic moments
also require application of the rotational part of the symmetry
operator. To avoid unnecessary complexity and to keep the
presentation as general as possible, discussion of the AMOEBA
self-consistent field procedure that generates an induced dipole
ui at each multipole site is restricted to the Supporting
Information.
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B. Replicates of the Unit Cell. Application of the minimum
image convention to a unit cell whose smallest width is less than
half the real space cutoff rcut requires generation of atomic
coordinates in replicates of the unit cell.42 The concept of
symmetry operators can be generalized to a replicated super cell
with nu = m1 � m2 � m3 copies of the unit cell arranged along
scaled direct space basis vectors {ar = am1, br = bm2, cr = cm3}.
The total number of symmetry operators for the replicated super
cell is given by nr = ns� nu. The nr fractional symmetry operators
can be generated from the ns fractional symmetry operators of the
space group as

ðR ijkl, tijklÞ ¼ R i,
ti, 1 þ j

m1
,
ti, 2 þ k

m2
,
ti, 3 þ l

m3

� �� �
ð2Þ

and the Cartesian symmetry operators generated by

ðRijkl, t ijklÞ ¼ ðRi, t i þ njklÞ ð3Þ

where i=1, ..., ns, j=0, ...,m1- 1, k=0, ...,m2-1 and l=0, ...,m3- 1.
In both the fractional and Cartesian cases each replicates super
cell rotation matrix is equal to a rotation matrix of the space
group. The fractional translation vector of each symmetry
operator is scaled down in proportion to the number of
replicated unit cells in each dimension such that enumeration
of the nr unit cells over the indices j, k, and l fills the replicates
super cell. Similarly, the lattice vector njkl = jaþ kbþ lc is added
to the original Cartesian translation vectors.
C. Electrostatics under Periodic Boundary Conditions.

There are two distinct physical pictures associated with lattice
summation that have subtle but important differences.14 The
Ewald picture is based on an infinite lattice, which can be defined
mathematically even though it is physically unrealizable. In this
case the electrostatic potential obeys periodic boundary condi-
tions, specificallyΦ(r) =Φ(rþ n1aþ n2bþ n3c) for any set of
integers {n1,n2,n3}. The second physical picture is based on
embedding a finite spherical lattice of unit cells inside a con-
tinuum dielectric and then taking the limit as its radius is
increased to infinity. In this case, the electrostatic potential does
not obey periodic boundary conditions due to two additional
fields. The first is proportional to the dipole moment of the unit
cellΦdipole, and the second is due to the reaction fieldΦRF of the
dielectric medium that is induced by the spherical lattice.43-46 If
the dielectric of the surrounding medium is a vacuum, then there
can be no reaction field, but the cell dipole field remains. On the
other hand, if the dielectric of the medium is infinite, then the
continuum reaction field cancels the dipole field. However, the
physical picture of an embedded spherical lattice, even under so-
called tinfoil boundary conditions with an infinite dielectric, is
not equivalent to an infinite lattice and true periodic boundary
conditions.12

We note that sampling from an embedded spherical lattice is
conceptually problematic. Consider equivalent electrostatic
charges separated by a lattice vector, for example, at locations
ri and riþ n1aþ n2bþ n3c, that experience different dipole and/
or reaction field forces. During a simulation only the coordinates
of the central cell are explicitly propagated. In effect, the central
unit cell and a unit cell on the edge of the embedded sphere are
constrained to sample equivalent ensembles. Although both
boundary conditions have limitations, in this work we focus on
the Ewald infinite lattice picture and will not include further
discussion of the embedded spherical lattice.

D. Asymmetric Unit Lattice Summation. To motivate the
notation consider the electric potential at atom j located at rj due
to a collection of nc point charges around atom i located at ri, each
with a magnitude and position denoted by ck and rk:

VðrjÞ ¼ 1
4πε0

∑
nc

k¼ 1

ck
jrij - rkj ð4Þ

where rij = rj - ri, and the Coulomb constant 1/4πε0 will be
neglected for convenience throughout the rest of the article. The
potential can be expanded in a Taylor series to give

VðrjÞ ¼ ∑
nc

k¼ 1
ck 1þ rk,Rri,R þ 1

2
rk,Rrk, βri,Rri, β

� �
1
rij

ð5Þ

whereri,R is one component of the del operator acting at ri, R ∈
{x,y,z} and the Greek subscripts {R,β,γ,δ,...} represent use of the
Einstein summation convention for summing over tensor
elements.47 The monopole, dipole, and traceless quadrupole
moments are defined as

qi ¼ ∑
nc

k¼ 1
ck,

di,R ¼ ∑
nc

k¼ 1
ckrk,R,

Θi,Rβ ¼ ∑
nc

k¼ 1
ck

3
2
rk,Rrk, β -

1
2
r2kδRβ

� � ð6Þ

where use of a traceless quadrupole is permitted since the
potential satisfies the Laplace equation. Based on eq 6, we
substitute the multipole moments back into the potential of
eq 5 and define the multipolar operator Li:

VðrjÞ ¼ Li
1
rij

 !
,

Li ¼ qi þ di,Rri,R þ 1
3
Θi,Rβri,Rri, β

ð7Þ

Similarly, we can define the potential at ri due to the multipole at
rj using multipolar operator Lj:

VðriÞ ¼ Lj
1
rij

 !
,

Lj ¼ qj - dj,Rri,R þ 1
3
Θj,Rβri,Rri, β

ð8Þ

where the sign difference between themultipolar operators is due
to the relationshipri =-rj for the function |r̂i- r̂j|. In the case
of the AMOEBA force field, multipole coefficients are derived
from electronic structure calculations on model chemical com-
pounds using distributed multipole analysis (DMA).23,48,49

The potential energy U of the na permanent multipoles that
make up the asymmetric unit is given by the lattice summation:

U ¼ 1
2
1
ns
∑
�

n
∑
ns

si¼ 1
∑
ns

sj ¼ 1
∑
na

i¼ 1
∑
na

j¼ 1
LiðRsiÞLjðRsjÞ

1
jxj ð9Þ

where x = Rsiri þ tsi - (Rsjrj þ tsj) þ n, the outer sum is over all
lattice vectors n = n1aþ n2bþ n3c, the second and third sums are
over the ns symmetry operators of the space group that operate
on sites i and j, respectively, and the inner sums are over the na
multipole sites of the asymmetric unit. The asterisk denotes
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skipping (or scaling) masked interaction pairs (i, j)∈M in the list
M and omission of self-interactions defined by i = j for the central
unit cell (n = 0) and the identity symmetry operators (si = sj = 1).
A common example of masking is to omit the interaction
between atoms that are covalently bonded. The multipolar
operators Li and Lj now include a Cartesian rotation matrix from
a symmetry operator that rotates themultipole moments into the
symmetry mate orientation:

LiðRÞ ¼ qi þ ðRdiÞRri,R þ ðRΘiR
tÞRβri,Rri, β

1
3

ð10Þ

and

LjðRÞ ¼ qj - ðRdjÞRri,R þ ðRΘjR
tÞRβri,Rri, β

1
3

ð11Þ

Finally, division by two in eq 9 avoids double counting each
interaction, and division by ns converts from the unit cell energy
to the asymmetric unit energy.
E. Asymmetric Unit Ewald Summation. Ewald summation12

is based on multiplication of each term in eq 9 by a convergence
function erfc(β|x|) and then by 1- erfc(β|x|) = erf(β|x|) to give

U ¼ Ureal þUrecip

¼ 1
2
1
ns
∑
�

n
∑
ns

si ¼ 1
∑
ns

sj ¼ 1
∑
na

i¼ 1
∑
na

j¼ 1
LiðRsiÞLjðRsjÞ

erfcðβjxjÞ
jxj

þ 1
2
1
ns
∑
�

n
∑
ns

si ¼ 1
∑
ns

sj¼ 1
∑
na

i¼ 1
∑
na

j¼ 1
LiðRsiÞLjðRsjÞ

erfðβjxjÞ
jxj

ð12Þ
where β is the Ewald convergence parameter. The first summa-
tionUreal is rapidly decreasing and may be evaluated in real space
by ignoring all terms outside of a cutoff radius rc, which is
typically chosen between 7 and 9 Å. An appropriate β can be
determined by satisfying erfc(βrc)/rc < εreal at the cutoff for a
target error tolerance εreal. The second term is smooth, periodic,
and rapidly decreasing in reciprocal space if masked and if self-
interactions are added back, which is discussed further below.
The physical picture is that a 3D Gaussian charge density has
been added and then subtracted at the location of each point
charge (or appropriate gradients of the Gaussian density for
dipole, quadrupole, or higher order moments). As the Ewald
convergence parameter β is increased, for example, to satisfy the
target error tolerance for a small real space cutoff, relatively
higher frequencies must be included in the reciprocal space sum.
In this manner β can be used to tune the relative rate of
convergence of the two sums.
F. Real Space Summation.The real space sum in eq 12 can be

simplified to

Ureal ¼ 1
2
∑
nr , �

sj ¼ 1
∑
na

i¼ 1
∑
na

j¼ 1
LiðIÞLjðRsjÞ

erfcðβjri - ðRsjrj þ tsjÞjÞ
jri - ðRsjrj þ tsjÞj

ð13Þ
where the asterisk now indicates that i = j interactions are
neglected and masked interactions (i,j) ∈ M are respected for
the identity symmetry operator sj = 1. A replicates super cell
and nr symmetry operators are required for a unit cell whose
smallest width is less than half the real space cutoff.42 In this
way all interactions within the real space cutoff are treated

consistently via application of the minimum image convention
using the replicates super cell basis vectors {ar,br,cr}. The sum
over lattice vectors n can be removed, since any lattice vector
with length greater than zero produces interactions outside of
the real space cutoff distance. When a replicates super cell is
not required, then nr is equal to ns unit cell space group
symmetry operators, and application of the minimum image
convention is based on the unit cell basis vectors {a,b,c}. Since
the real space energy for each copy of the asymmetric unit is
equal, the sum over symmetry operators for multipole site i
may be removed, and division by the number of space group
operators is unnecessary.
We emphasize an important difference between eq 13 and the

analogous eq (2.13) of Sagui et al. due to the inclusion of
symmetry operators.16 The summations over i and j are reduced
compared to a P1 unit cell from nP1 multipole sites to na = nP1/ns.
If the asymmetric unit is large relative to the real space cutoff,
then the reduction in terms relative to a calculation in P1
approaches a factor of ns. When the real space work is numerically
expensive relative to the reciprocal space work, as for multipolar
force fields or electronic structure calculations, the speedup for
the overall calculation approaches ns.
Details for applying the multipolar operator in the case of the

AMOEBA potential can be found in the Appendix of the work by
Ren and Ponder and will not be repeated here.5 Briefly, the
derivation of real space Ewald summation for multipoles pre-
sented by Smith50 is modified by a Thole damping function51 at
short range when computing polarization interactions for
AMOEBA. However, we recommend consideration of the
McMurchie-Davidson recursion,52,53 as presented by Sagui
et al.16 when moments above quadrupole order are considered.
G. Reciprocal Space Summation. The reciprocal space

summation requires adding and then subtracting the self-energy
Uself and masked interaction energy Umask that were excluded
from eq 12 to give

Urecip ¼ UPeriodic - Uself - Umask ð14Þ
The term Uperiodic is smooth, periodic, and its Fourier trans-

form is given by13

Ûperiodic ¼ 1
ns

1
2πV

∑
h 6¼0

expð-π2s2=β2Þ
s2

F̂ðhÞF̂ð-hÞ ð15Þ

where s = htA-1 is the scattering vector, h contains the Miller
indices of a Brag reflection, and V=a 3 b � c is the volume of the
unit cell. The total multipolar structure factor,16 including a
summation over unit cell symmetry operators, is given by

F̂ðhÞ ¼ ∑
na

i¼ 1
∑
ns

s¼ 1
L̂jðs,RsÞ exp½2πih 3 ðRsA

trj þ tsÞ� ð16Þ

where the Fourier transform of themultipolar operatorLj is given
by

L̂jðs,RÞ ¼ qj þ 2πiðRdtjÞRsR - 4π2ðRΘjR
tÞRβsRsβ ð17Þ

Alternatively, symmetry operators can be applied in reciprocal
space54 to the structure factor for the asymmetric unit:

F̂AðhÞ ¼ ∑
na

j¼ 1
L̂jðs, IÞ exp½2πih 3 ðrtjAÞ� ð18Þ
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based on the expression:

F̂ðhÞ ¼ ∑
ns

s¼ 1
F̂AðRt

shÞ expð2πih 3 tsÞ ð19Þ

where the term exp(2πih 3 ts) is due to the translational part of the
symmetry operator.
H. Ewald Self- and Masked Interactions. The self-interac-

tion terms can be determined by taking the limit of f(r) =
erf(βr)/r and its partial derivatives, as specified by the multipolar
operators in eq 15 in the limit r f 0 to give

lim
r f 0

f ðrÞ ¼ 2βffiffiffi
π

p

lim
r f 0

½rRð-rRÞf ðrÞ� ¼ 4β3

3
ffiffiffi
π

p

lim
r f 0

½r2
Rr2

βð1=3Þ2f ðrÞ� ¼ 8β5

45
ffiffiffi
π

p

lim
r f 0

½r4
Rð1=3Þ2f ðrÞ� ¼ 24β5

45
ffiffiffi
π

p

ð20Þ

Based on the results of eq 20 the total self-interaction energyUself

that must be removed from Urecip is given by

Uself ¼ 1
2
∑
na

i¼ 1

2βffiffiffi
π

p q2i þ
4β3

3
ffiffiffi
π

p d2i,R þ
16β5

45
ffiffiffi
π

p Θ2
i,Rβ ð21Þ

which is consistent with the result of Aguado et al.55 The
quadrupole self-interaction term is based on intermediate steps
that depend on it being traceless and symmetric. Since they have
not been presented previously, we provide these steps below.
From eq 20 the self-interaction for an element of the quadrupole
trace is due to the interaction with itself and the other two trace
elements:

β5

45
ffiffiffi
π

p ½24Θ2
RR þ 8ΘRRðΘββ þΘγγÞ�

¼ β5

45
ffiffiffi
π

p ½24Θ2
RR þ 8ΘRRð-ΘRRÞ� ¼ 16β5

45
ffiffiffi
π

p Θ2
RR ð22Þ

while the self-interaction for an off-diagonal element is due to the
interaction with itself and the symmetric element:

8β5

45
ffiffiffi
π

p ΘRβðΘRβ þΘβRÞ ¼ 16β5

45
ffiffiffi
π

p Θ2
Rβ ð23Þ

Masked terms (i,j) ∈ M were easily accounted for in the real
space sum but included at full strength in the Fourier sum to
enforce exact periodicity. The overcounting can be removed by
subtracting the real space sum over masked interactions within
the asymmetric unit given by

Umask ¼ 1
2
∑

i, j ∈ Μ
LiðIÞLjðIÞ

erfðβjri - rjjÞ
jri - rjj ð24Þ

I. PME Reciprocal Space Summation. Instead of direct
summation of structure factors, they can be computed via
B-spline interpolation onto a discrete grid followed by 3D
FFT. This is analogous to the method used to compute

crystallographic structure factors, with the notable differences
that point multipoles are interpolated at grid points using
B-splines that have finite support, whereas Gaussian form factors
are explicity evaluated at grid points and have infinite support
necessitating truncation outside of a cutoff.56 Smooth PME
interpolates multipoles to a finite set of nearby grid points using
cardinal B-splines θp(u) of order p as described originally by
Essmann et al. for fixed charge models13 and later extended to
higher order moments.15,16 The first order cardinal B-spline
θ1(u) is defined as the characteristic function of [0,1] and higher
orders recursively as the convolution product:

θk ¼ θk - 1�θ1 ð25Þ
The support of θk(u) is compact and given by [0,k]. The error of
the PME approximation can be systematically reduced via higher
order B-splines in tandem with finer grids.
The complex exponential in eq 16 may be expanded to

expð2πih 3 uiÞ ¼ expð2πihui, 1Þ expð2πikui, 2Þ expð2πilui, 3Þ
ð26Þ

where ui are the fractional coordinates of site i after application of
the symmetry operator si as given by ui = RsiA

tri þ tsi. The Euler
exponential spline sb is then used to interpolate each complex
exponential13 of eq 26 as

expð2πihRui,RÞ � sbðhR, ui,RÞ

¼ bR
hR
NR

� �
∑
¥

k¼ - ¥
θpðNRui,R - kÞ

3 exp 2πi
hR
NR

kÞ
�

ð27Þ

for grid dimension NR and coefficients bR(hR/NR) given by

bR
hR
NR

� �
¼ exp½2πiðp- 1ÞhR=NR�

∑
p - 2

k¼ 0
θpðkþ 1Þ 3 expð2πikhR=NRÞ

ð28Þ

The fractional grid array that includes the contributions of all
multipoles is given by

Q ðkÞ ¼ ∑
ns

si¼ 1
∑
na

i¼ 1
∑
n
L̂iðRsiÞ

θpðui, 1N1 - k1 - n1N1Þ
� θpðui, 2N2 - k2 - n2N2Þ
� θpðui, 3N3 - k3 - n3N3Þ

2
664

3
775

ð29Þ
where k = {k1,k2,k3} is a point of the N = {N1,N2,N3} sized 3D
grid and n = {n1,n2,n3} indicates a sum over all integer triples.
The inner sum is actually finite due to local support of each
B-spline. The discrete Fourier transform of eq 29 is given by

Q̂ ðhÞ ¼ ∑
N1 - 1

k1 ¼ 0
∑

N2 - 1

k2 ¼ 0
∑

N3 - 1

k3 ¼ 0
Q ðkÞ

exp½2πih 3 ðk1=N1, k2=N2, k3=N3Þ� ð30Þ
and the analytic structure factor of eq 16 can be approximated as

F̂ðhÞ ¼ BðhÞQ̂ ðhÞ -
1
2
e

h
N1

,
k
N2

,
l
N3

� �
<
1
2

0 otherwise

8><
>: ð31Þ
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where

BðhÞ ¼ b1
h
N1

� �
3 b2

k
N2

� �
3 b3

l
N2

� �
ð32Þ

The periodic portion of the reciprocal energy is then computed
as before using eq 15. In our implementation the principle
quantity of interest is the reciprocal electrostatic potential, and
its gradients at each multipole site within the asymmetric unit,
given by16

jrecðriÞ

¼ 1
πV

∑
h 6¼0

expð-π2h2=β2Þ
h2

sbð-h, ui, 1Þsbð-k, ui, 2Þsbð-l, ui, 3Þ

3 F̂ðhÞ ¼ ∑
n
θpðN1ui, 1 - n1ÞθpðN2ui, 2 - n2ÞθpðN3ui, 3 - n3Þ

3 ðG�Q ÞðnÞ ð33Þ
where the second equality follows from Parseval’s identity withQ
given by eq 29 and G defined as the inverse discrete Fourier
transform of a generalized influence function:

ĜðhÞ

¼
1
πV

jBðhÞj2expð-π2s2=β2Þ
s2

-
1
2
e

h
N1

,
k
N2

,
l
N3

� �
<
1
2
, s 6¼ 0

0 otherwise

8><
>:

ð34Þ
The convolution of the pair potential G and multipole array Q
gives the potential on the grid at n, which is evaluated at a finite
number of nonzero grid points in real space due to the finite
support of the B-splines. The potential only needs to be evaluated
for atoms within the asymmetric unit, which speeds up this part
of the calculation by a factor of the number of space group
symmetry operators. Gradients of the potential are found by
taking gradients of θp as described in earlier work.16

In reciprocal space, the convolution C(n) = (G*Q)(n) be-
comes a simple multiplication for each structure factor:

ĈðhÞ ¼ Ĝ ðhÞQ̂ ðhÞ -
1
2
e

h
N1

,
k
N2

,
l
N3

� �
<
1
2

�

0 otherwise ð35Þ
Performing the inverse discrete 3D FFT on Ĉ generates the
desired convolution product

CðnÞ ¼ 1
N1N2N3

∑
N1 - 1

k1¼ 0
∑

N2 - 1

k2¼ 0
∑

N3 - 1

k3¼ 0
ĈðkÞ

exp½-2πin 3 ðk1=N1, k2=N2, k3=N3Þ� ð36Þ
For optimal computational performance, it is advantageous to
view the reciprocal space portion of the calculation in terms of a
single overall convolution operation, rather than three serial steps as
described above:
(1) 3D FFT given in eq 30.
(2) Reciprocal space multiplication given in eq 35.
(3) 3D inverse FFT in eq 36. This idea will be emphasized in

the following section on our parallel implementation.

III. PARALLEL IMPLEMENTATION

We now focus on the shared memory parallelization of the
reciprocal space portion of PME as implemented in FFX. This
portion of the calculation is the limiting factor for force field
energy evaluations for large biomolecular crystals due to N 3 log-
(N) scaling of the FFT. The real space portion of our algorithm
has also been parallelized, however, our view is that the combina-
tion of N-body summations with symmetry operators merits a
separate, self-contained treatment. The reason is most zonal
schemes or spatial decompositions assume nearly uniform
particle density over the unit cell, which is not the case after
removing redundant copies of the asymmetric unit.57

First we discuss a general domain decomposition scheme for
spreading source density onto the 3D FFT grid, as described by
eq 29. Then we present two parallelization strategies for the

Figure 1. Panel A shows one face of a domain decomposition for a 20�
20� 20 grid of source density in fractional coordinates. All atoms within
a color-coded domain are assigned to the same compute core. Panel B
highlights in light green the grid region that is not assigned to the green
core but receives source density from atoms in the green region (the
effect of PBC is included). This is based on quintic b-Splines whose
support region is a 5� 5� 5 grid, although themethod is easily adjusted
to other support requirements. The yellow, brown, and blue cores must
not attempt to modify the source density values at light-green grid
points, while the green core is modifying them. Panels C-F demon-
strate further subdivision of each CPU region into quadrants. In each of
four synchronized steps, atoms within the active green, yellow, brown,
and blue quadrant have their source density spread to the grid. Grid
regions colored light green, light yellow, light brown, and light blue
represent the maximum extent of source density spreading by their dark
central quadrant. The white outline separating the maximum extent of
support indicates that no two cores will require the same grid point
during a step of the procedure. Slow atomic operations in software and
hardware specific APIs are replaced by a few high-level thread
synchronizations.



1147 dx.doi.org/10.1021/ct100506d |J. Chem. Theory Comput. 2011, 7, 1141–1156

Journal of Chemical Theory and Computation ARTICLE

reciprocal space convolution. The key to the first algorithm is
viewing the convolution as a single operation and has been
parallelized for a shared memory JRE. The second algorithm is
currently based on the nVidia CUDA language and its 3D FFT
library, which necessitates viewing the convolution as a sequen-
tial series of three operations, as described above.
A. Spreading Source Density onto the 3D Grid. A key issue

in parallelization of charge density spreading is that two threads
of execution cannot be allowed to modify the value of any grid
point concurrently. For example, consider the simplest possible
spatial decomposition, namely two domains of equal size sepa-
rated by two parallel planes (one plane is a periodic boundary and
the other is parallel to it). Atoms that are near a plane will spread
source density into both subdomains. Now consider dividing
both subdomains in half by two additional planes, parallel to the
first two, to give four total subdomains of equal size. As long as
each subdomain dimension is as large as the support of the
atomic source density, for example, five grid points in each
dimension for quintic b-Splines, then it is guaranteed that
subdomains that do not share a plane do not interpolate multi-
poles into each other. In our trivial example, therefore, threads
may operate simultaneously on regions one and three without
requiring access to the same grid point. When the two threads of
execution complete regions one and three, they synchronously
continue to regions two and four. More generally, there may be
dR=NR/bR subdomains and pR=dR/2 subdomain pairs along the

R-axis R ∈ {a,b,c} with grid dimension NR and support require-
ment bR. In two dimensions, there may be at most dR,β = (NR/
bR)(Nβ/bβ) subdomains and qR,β = dR,β/4 subdomain quartets
requiring 3 synchronization steps to avoid sharing planes, as
shown in Figure 1. Finally, in three dimensions, there may be at
most da,b,c= (Na/ba)(Nb/bb)(Nc/bc) subdomains and oa,b,c= da,b,c/8
octets requiring 7 synchronization steps to avoid sharing planes.
Note that each division above must be done separately to ensure
an even result along each axis.
B. Reciprocal Space Convolution. Parallelization of the

reciprocal space convolution is of critical importance to the

Figure 2. Panels A-Cdepict partitioning of the 20� 20� 20 source grid into ab-planes that are distributed among four cores. Panels A and B represent
1D FFTs along the a-axis and b-axis, respectively. For these operations the required data is stored in memory assigned to the core doing the transform.
Panel C shows the final 1D FFT that requires grid values that are distributed in memory across all cores. Before a thread moves on to the next row, the
reciprocal space multiplications and inverse 1D FFT are performed to minimize cache misses or cache interference. This optimization is not possible for
algorithms based on completing the 3D FFT for the entire grid before doing the reciprocal space multiplication. The final a-axis and b-axis inverse 1D
FFTs are not shown.

Table 1. Shown Are Timings for Our 3D FFT Routines Based on Either Real or Complex Input Data for Transforms Sizes of 643,
1283, and 2563 a

643 1283 2563

method 1 8 X CUDA 1 8 X CUDA 1 8 X CUDA

R 0.034 0.009 3.7 0.238 0.056 4.2 2.291 0.321 7.1

R Conv. 0.028 0.006 4.4 0.228 0.040 5.6 2.140 0.248 8.6

C 0.061 0.014 4.3 0.003 0.545 0.084 6.4 0.017 7.715 1.004 7.7 0.224

C Conv. 0.055 0.010 5.5 0.492 0.067 7.4 6.886 0.648 10.6
aThe real (R) and complex (C) timings are for the sum of 3D FFT and inverse 3D FFT called sequentially. For the real convolution (R Conv.) and
complex convolution (CConv.), the timing includes the 3D FFT, reciprocal space multiplication, and inverse 3D FFT treated a single operation. For each
combination, both one and eight cores were tested, and the speed-up is shown in the column labeled X. The timings for CUDA are italicized because they
were done in single precision, while all others calculations are double precision. All timings are in seconds. The CUDA library does not include single
operation convolutions (R Conv. and C Conv.) and our work did not require implementation of the real CUDA sequential approach (R) so these table
entries are blank. Speedups greater than 8 result from cache effects.

Table 2. Presented Are the Timings and Speed-up for the
Evaluation of the Acetamide Crystal Structure Using the
AMOEBA Force Field and PME Electrostaticsa

simulation cell acetamide molecules time (sec) speed-up

2 � 2 � 2 P1 144 0.584 1.0

P1 18 0.114 5.1

H3c 1 0.016 36.5
aThe 2 � 2 � 2 replicated unit cell avoids the need for an explicit
replicates algorithm, since the super cell edges are greater than twice the
real space cutoff. The combination of space group and replicates
operators in FFX gives a speed-up for the acetamide crystal of more
than 36� relative to the 2 � 2 � 2 replicated unit cell without
parallelization.
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parallel scaling of PME electrostatics. We briefly discuss our CPU
parallelization scheme and its relative merits and also refer to
more comprehensive and focused presentations.58 The 3D
transform is decomposed into 1D transforms along each axis,
as shown in Figure 2. First Nb times Nc transforms of length Na

are performed along the a-axis. Then, Na � Nc transforms of
length Nb are performed along the b-axis. Finally, Na � Nb

transforms of lengthNc are performed along the c-axis. If the data
is packed in a 1D array in memory, with dimension a varying
most quickly, dimension b varying second most quickly, and
dimension c varyingmost slowly, then the transforms along the c-
axis require the most severely nonlocal memory accesses. With
this in mind, ab-planes are divided equally among available
CPUs, and the first two sets of 1D transforms are very memory
efficient. Transforms along the c-axis are then divided equally
among available CPUs. Before each transform a thread-local
array of length Nc is packed contiguously with values otherwise
separated by Na � Nb complex values in memory. For PME, the
point-wise reciprocal multiply of eq 35 should be performed and
the inverse FFT along the c-axis done immediately. Finally, the
local result is copied back into the global array, before the thread
moves on to its next c-axis transform.
Optionally, the reciprocal space calculation can be accelerated

using the CUDA API, which does not include a convolution
operation. Instead, the forward 3D FFT, reciprocal multiplica-
tion, and inverse 3D FFT are done sequentially. The CPUs still
perform the real space calculation while the PME grid is
transferred to the GPU, the convolution is performed, and finally
the result is transferred back to main memory. The transfer time
becomes insignificant for large 3D grids so that our overall
algorithm scales N 3 log(N) on the GPU (Table 1). Since we
are currently using single precision for optional GPU accelera-
tion, a discussion of single vs double precision is given in Section
D of the Supporting Information.

IV. APPLICATIONS

There are a significant variety of applications where explicit
inclusion of symmetry operators within PME described in this
work and implemented within FFXmay play an essential role. At
the small organic molecule end of the spectrum is ab initio crystal
structure prediction and solubility estimation.59,60 For example,
the pharmaceutical industry is especially interested in polymorph
prediction, where each polymorph can have different physical
properties and bioavailability. Consider the case of acetamino-
phen, which crystallizes in three polymorphs.61 At the other end
of the spectrum is the refinement of large macromolecular
structures at low resolution where de novo model building can
be problematic without previously determined high-resolution
substructures.62,63 This work represents a first step toward
demonstrating that the prior chemical information contained
within the AMOEBA force field can be used to improve macro-
molecular models from refinement with medium- to low-resolu-
tion data sets.
A. Replicates for Small Molecule Crystals. Acetamide is an

importantmodel compoundwhen developing a biomolecular force
field and forms a crystal at standard temperature and pressure. For
these reasons it was chosen to demonstrate the application of our
space group plus replicates PME implementation of the AMOEBA
force field to small organic crystals(Table 2). For comparison, a
recent application of the fixed charge CHARMM force field to
predict the crystal structure of N-(2-dimethyl-4,5-dinitrophenyl)

acetamide required expansion to P1 followed by the creation of at
least two copies of the unit cell in each dimension.64 Therefore,
23 3Nsymm- 1 more copies of the asymmetric unit than necessary
contribute to the computation of the asymmetric unit potential
energy. In contrast, the algorithm presented here allows the
calculation to be done on only the asymmetric unit. This is a useful
step forward in terms of both force field quality (fixed charges
replaced by polarizable atomic multipoles) and search efficiency.
The small unit cell dimensions of the rhombohedral crystal
(11.526, 11.526, 13.526, 90.0, 90.0, 120.0, space group H3c) are
clearly not twice the distance of a converged real space cutoff for
either PME or van derWaals energy. Since the unit cell contains 18
copies of acetamide, expansion to a 2� 2� 2P1 super cell contains
144 molecules, as shown in Figure 3.
B. Macromolecular X-ray Crystallography Refinement.

Refinement of large macromolecular complexes, such as the
ribosome, using a rigorous lattice summation method is a
primary motivation for this work. For example, the importance
of electrostatics to the mechanism of translation due to the
interaction of divalent Mg2þ cations with the negatively charged
phosphate backbone of rRNA, mRNA, and tRNA has been
suggested by a recent 2.8 Å structure of Thermus thermophilus.65

If the same structure could be solved to a higher resolution,
perhaps below 2 Å, it is reasonable to expect further biological
insights due to features that were unclear in the lower resolution
electron density maps. As an example of such an improvement,
consider the structure of the phenylalanine tRNA that was
originally determined in the 1970s using ∼3 Å resolution data
sets66 but was recently improved via a data set at 1.93 Å.67 The
new, higher resolution model exhibits six additional metal sites,
an average change in torsional angles of ∼40�, alternate sugar
puckers, and extensive differences in water structure.

Figure 3. Shown in Panel A is the acetamide asymmetric unit (space
group H3c). Panel B shows the unit cell after expansion to P1, which
contains 18 molecules in identical chemical environments. Finally, Panel
C shows a super cell (2 � 2 � 2) whose edge lengths are each at least
twice the pair wise cutoff distance. Calculations of AMOEBA energies
and gradients for the asymmetric unit are accelerated by a factor of more
than 36� relative to a code without replicates operators and 7� relative
to a code with replicates but without space group symmetry operators.
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We present timings for evaluation of the potential energy for
30 macromolecular crystals in Table 3. For example, the 3CRW
asymmetric unit and unit cell are shown in Figure 4. The average
number of atoms in the asymmetric unit (42 093) is already quite
large relative to calculations that have been done with AMOEBA
thus far.8 The average number of atoms in the unit cell after
expansion to P1 symmetry (239 798) is 6.3 fold higher still. For
these timings and the optimizations described below, the van der
Waals cutoff was set to 9.0 Å. A polynomial switch was used to
smoothly turn off the van der Waals potential energy over a
window width of 0.9 Å (starting at 8.1 Å). For PME, the real
space cutoff was set to 7.0 Å, the Ewald convergence parameter
set to 0.545, the B-spline order to 5 and a reciprocal space grid
density of 1.2 grid points per Å, which are the currently
recommended values for use with AMOEBA.9 In some cases,
the grid density was increased or decreased by nomore than 10%
to achieve power of 2 grid dimensions, which is currently

maximally efficient for the CUDA FFT library. In the future,
we anticipate OpenCL FFT libraries that suffer less performance
degradation for nonpower of two sizes. The AMOEBA self-
consistent field (SCF) was converged to a tolerance of 0.01 RMS
Debye. This is also known as the mutual polarization model. For
high-temperature simulated annealing,68 the accuracy of mutual
polarization may be unnecessary, and a direct polarization
approximation can be used instead. Under the direct polarization
approximation, the total field of the permanent multipoles
influences the polarizable sites but not the field of the induced
dipoles themselves (for details see Section A of the Supporting
Information). For this reason, the direct approximation is about
an order of magnitude faster than the true AMOEBA potential
that requires SCF convergence.
By using space group symmetry, shared memory paralleliza-

tion, and a GPU coprocessor for the reciprocal space convolu-
tion, the average time for an energy evaluation of these large

Table 3. Shown Are Timings for the Evaluation of the AMOEBA Potential Energy for 30 Crystallography Data Setsa

time (seconds)

PDB space number of atoms UC AU

ID group bsymm AU UC 1 CPU 1 CPU 8 CPUs 8 CPUs þ GPU speed-up

1AV1 P212121 4 13 224 52 896 53.2 28.5 3.6 2.0 27.1

1A7B P212121 4 5928 23 712 13.2 5.4 1.0 0.9 14.3

1BL8 C2 4 5898 23 592 33.0 18.2 3.6 2.4 13.6

1DP0 P212121 4 76 805 307 220 235.2 95.9 20.9 14.7 16.0

1ISR P3221 6 7067 42 402 23.6 11.6 1.8 1.1 20.6

1JL4 P4322 8 8749 69 992 36.1 15.2 3.1 2.0 17.8

1J5E P41212 8 88 347 706 776 971.2 195.7 35.1 20.6 47.1

1PGF I222 8 17 770 142 160 117.0 59.2 10.5 5.2 22.6

1R5U I222 8 56 797 454 376 345.9 192.4 24.7 10.0 34.8

1XDV P212121 4 25 155 100 620 68.0 29.5 6.8 5.4 12.5

1XXI P212121 4 55 778 223 112 110.8 57.3 8.2 5.3 20.9

1X8W P41212 8 31 220 249 760 324.0 63.2 9.1 5.0 64.5

1YE1 P21212 4 9366 37 464 16.9 6.6 1.2 0.9 18.0

1YI5 C2221 8 20 961 167 688 94.3 36.9 7.9 5.9 15.9

1Z9J P4222 8 12 807 102 456 114.3 63.5 10.9 4.6 25.1

2A62 P4122 8 4911 39 288 26.6 15.8 3.0 1.5 18.3

2BF1 P43212 8 4853 38 824 28.2 12.8 2.8 1.7 16.7

2FNP P21 2 4201 8402 5.5 3.4 0.7 0.6 9.4

2I36 P3112 6 15 266 91 596 61.8 31.8 5.0 3.1 19.6

2J00 P212121 4 487 164 1 948 656 3935.6 1513.7 200.6 85.1 46.2

2QAG P4322 8 8947 71 576 76.5 62.2 8.3 3.8 20.0

2QUK P622 12 6235 74 820 72.0 29.6 4.5 3.0 24.1

2R4R C2 4 10 068 40 272 26.3 13.7 2.3 1.6 16.1

2VKZ P43212 8 171,819 1,374,552 1036.8 398.8 47.6 20.3 51.2

3BBW P61 6 8865 53 190 36.1 18.2 3.6 1.8 19.7

3CRW P212121 4 8305 33 220 19.2 7.0 1.2 1.0 18.7

3DMK I222 8 32 758 262 064 153.0 69.3 9.5 4.9 31.2

3DU7 P65 6 27 491 164 946 141.3 82.2 14.4 8.3 17.0

3FFN P4212 8 22 645 181 160 114.7 44.8 7.5 4.8 23.8

3HN8 P41212 8 13 395 107 160 77.5 37.1 5.7 4.0 19.4

mean 6.3 42 093 239 798 278.9 107.3 15.5 7.7 24.1
aThe average number of atoms in the asymmetric unit (AU) is a 6.3 fold reduction compared to the average number of atoms in the unit cell (UC). The
mean speed-up from space group symmetry, shared memory parallelization over 8 CPU cores, and a GPU coprocessor for the reciprocal space
convolution is a factor of 24�.
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biomolecular crystals is reduced to 7.7 s on average for the
AMOEBA potential using a desktop workstation, as shown in
Table 3. For comparison, the same table is presented in Section B
of the Supporting Information for the direct approximation to the
AMOEBApotential, which reduces the average time to only 1.2 s.
This illustrates that the most expensive part of the AMOEBA
energy evaluation is the SCF rather than the permanent multi-
pole electrostatics. For comparison, evaluation of the X-ray term
of eq 1 for 1DP0 on 8 CPU cores costs a factor of 3 (∼50 s)more
than the force field term (15 s on 8 CPUs þ GPU). Since the
AMOEBA polarizable force field is generally less expensive or
about equal to the X-ray term, the computational cost between
the X-ray and force field terms is balanced.
A subset of 10 crystallography data sets, described in detail in

Table 4, were selected from the 30 used for timings to compare
the quality of biomolecular X-ray rerefinement with and without
AMOEBA electrostatics. It is known that rerefinement from

deposited X-ray data with current methods including TLS
treatment of B-factors in combination with a maximum like-
lihood X-ray target function improves most PDB entries.69 We
chose a broad resolution range, 1.7-4.5 Å with a mean of 3.1 Å,
to promote more general conclusions. The averages of the
originally reported R, Rfree, and Rfree - R are 24.1, 28.3, and
4.2%, respectively. The averages of R, Rfree, and Rfree - R
recalculated using FFX gives 24.8, 28.4, and 3.6%, respectively,
which provides a basis for self-consistent comparisons. Modest
differences between the reported and recalculated R values are
expected due to variations in the scattering engines of the various
original refinement programs and FFX,21 such as their treatment
of bulk solvent and crystal anisotropy. All R values in Table 5
were calculated in FFX.
Beginning with the ten PDB structures listed in Table 4, a

stringent local optimization procedure was applied using the
refinement target given by eq 1 where the X-ray refinement term

Figure 4. One of the smaller crystals (3CRW) is shown to given an impression of the number of real space interactions that are removed by considering
only the asymmetric unit (blue) by eliminating redundant symmetry mates (green).

Table 4. Details for 10 Crystallography Data Used to Explore AMOEBA-Assisted Biomolecular X-ray Refinement Potentiala

res. reported FFX recalculated geometry RMSD

model (Å) R Rfree Rfree - R R Rfree Rfree - R bonds (Å) angles (�)

1A7B 3.1 23.9 30.6 6.7 25.9 31.1 5.2 0.005 1.27

1BL8 3.2 28.0 29.0 1.0 32.5 32.7 0.2 0.006 1.10

1DP0 1.7 15.7 21.1 5.4 16.1 20.3 4.2 0.018 2.92

1SFC 2.4 26.5 30.3 3.8 28.2 31.2 3.1 0.009 1.30

2FNP 2.6 28.5 30.8 2.3 27.2 29.0 1.8 0.010 1.90

2QUK 2.8 26.7 29.0 2.3 25.8 27.3 1.4 0.009 1.60

2R4R 3.4 21.7 27.0 5.3 23.4 28.0 4.6 0.007 1.40

3CRW 4.0 23.7 31.9 8.2 21.8 30.0 8.2 0.008 4.40

3FFN 3.0 22.2 27.1 4.9 21.6 26.6 5.0 0.012 1.40

3HN8 4.5 23.8 25.9 2.1 25.2 27.4 2.3 0.004 0.94

Mean 3.1 24.1 28.3 4.2 24.8 28.4 3.6 0.009 1.82
a Including their resolution, R, Rfree, Rfree - R, and the RMS deviation (RMSD) of their bonds and angles from equilibrium values. Modest differences
between the reported and re-calculated R, Rfree, Rfree - R are expected. Except for this table, relative differences in R, Rfree, Rfree - R due to the local
optimization protocols are reported self-consistently using values calculated with FFX .
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was described by Fenn et al.21 and the chemistry term is a
simplification of the AMOEBA potential chosen to mimic the
REPEL force field used in CNS.10 Specifically, both electrostatics
and torsional terms were turned off to give a nonbonded force
that only included van der Waals interactions (this potential is
referred to by the abbreviation vdW below). The X-ray weight
(wa) was set to 2.5 based on optimization of themeanRfree for the
10 data sets following 10 rounds of coordinate and B-factor
optimization under the vdW potential (data not shown),
although a weight in the range of 1.0-5.0 does not change our
conclusions. The coordinate optimizations during each round
were converged to a RMS gradient of 0.05 kcal/mol/Å, and the
B-factor optimizations were converged to a RMS gradient of
0.005 (unitless). Beginning from the final vdW model, further

optimization was performed using eq 1 based on either the full
AMOEBA force field (referred to as AMOEBA) or the direct
polarization approximation to AMOEBA (results in Section C of
the Supporting Information).
The final models from the vdW and AMOEBA local optimiza-

tion protocols will first be compared based onRfree,Rfree-R, and
local structural metrics computed using MolProbity,70,71 as
shown in Table 5. The AMOEBA optimization reduced Rfree
by an average of 0.5% relative to the starting models obtained via
the vdW optimization procedure. In addition, inclusion of
electrostatics in the AMOEBA optimizations reduced overfitting
( Rfree - R) by 0.9%. It is important to emphasize that although
the R, Rfree and Rfree - R reported in Table 5 are calculated self-
consistently in FFX, comparisons between the deposited

Table 5. Refinement Statistics and MolProbity Metrics for 10 Biomolecular Crystallography Data Setsa

poor Ramachandran (%) MolProbity

model structure R Rfree Rfree - R clashscore rot. (%) outliers favored score

1A7B PDB 25.9 31.1 5.2 24.9 8.3 0.8 95.1 2.93

3.1 vdW 20.5 31.6 11.1 1.4 14.1 0.3 92.6 2.20

AMOEBA 20.6 30.9 10.3 4.4 12.2 0.0 97.0 1.86

1BL8 PDB 32.5 32.7 0.2 80.9 23.1 4.2 72.9 4.23

3.2 vdW 24.7 30.4 5.8 1.4 11.4 4.2 81.3 2.39

AMOEBA 24.7 29.2 4.5 4.6 7.9 3.2 90.5 2.08

1DP0 PDB 16.1 20.3 4.2 10.6 3.6 0.2 96.5 2.20

1.7 vdW 14.7 18.9 4.2 3.7 2.1 0.1 97.3 1.53

AMOEBA 14.9 19.0 4.1 3.8 1.9 0.1 97.3 1.51

1SFC PDB 28.2 31.2 3.1 48.5 7.9 1.0 95.1 3.18

2.4 vdW 22.5 30.6 8.1 3.1 10.0 1.1 94.5 2.23

AMOEBA 23.1 30.6 7.6 5.0 7.0 0.5 97.2 1.90

2FNP PDB 27.2 29.0 1.8 75.0 9.8 5.8 82.5 3.80

2.6 vdW 21.0 30.4 9.4 2.4 15.4 2.5 87.1 2.54

AMOEBA 21.1 28.3 7.2 5.5 13.3 2.1 92.5 2.34

2QUK PDB 25.8 27.3 1.4 43.8 13.9 3.5 88.4 3.58

2.8 vdW 21.9 30.1 8.2 6.5 12.7 2.7 86.8 2.82

AMOEBA 22.5 30.1 7.6 8.8 13.9 2.4 90.6 2.76

2R4R PDB 23.4 28.0 4.6 80.3 11.3 4.4 79.1 3.92

3.4 vdW 20.5 27.1 6.6 4.3 13.6 4.6 81.3 2.79

AMOEBA 20.9 26.7 5.8 7.1 12.5 2.4 87.3 2.66

3CRW PDB 21.8 30.0 8.2 70.8 9.1 4.8 76.8 3.82

4.0 vdW 18.1 30.2 12.1 0.4 9.3 2.1 84.8 2.03

AMOEBA 19.9 29.8 9.9 1.0 8.7 1.3 89.9 1.90

3FFN PDB 21.6 26.6 5.0 13.1 10.9 1.6 94.2 2.81

3.0 vdW 16.9 25.2 8.3 1.8 11.2 1.4 92.9 2.19

AMOEBA 17.1 24.5 7.4 3.4 10.1 1.5 95.6 2.01

3HN8 PDB 25.2 27.4 2.3 32.5 9.3 1.9 87.6 3.34

3.5 vdW 19.3 24.7 5.5 5.5 19.0 2.2 85.9 2.91

AMOEBA 19.5 24.9 5.4 7.2 16.3 2.5 89.3 2.78

mean PDB 24.8 28.4 3.6 48.0 10.7 2.8 86.8 3.38

vdW 20.0 27.9 7.9 3.0 11.9 2.1 88.5 2.36

AMOEBA 20.4 27.4 7.0 5.1 10.4 1.6 92.7 2.18
a R and Rfree for the starting models (PDB) were re-calculated using FFX to enable self-consistent comparisons. Local optimizations were performed, as
described in the text, without electrostatics (vdW) and using the AMOEBA polarizable force field (AMOEBA) for the chemical term of eq 1. The mean
improvements in Rfree are 0.5 and 1.0% under vdW and AMOEBA protocols, respectively. AMOEBA shows the greatest reduction in poor side-chain
rotamers and Ramachandran backbone outliers (outliers). In addition, AMOEBA achieves the greatest increase in favorable backbone (θ,φ) dihedral
pairs (favored) and overall MolProbity score. Although the vdW protocol achieves a lower clashscore than AMOEBA, this is due to incorrect treatment
of weak hydrogen bonds (C-H 3 3 3O) by this heuristic.
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structures and vdWminima are not significant it terms of drawing
conclusions with respect to the merits of a potential energy
function. What is significant, however, is the reduction in Rfree
and overfitting upon local optimization from the baseline vdW
minima using the full AMOEBA model, with all other adjustable
parameters fixed. We also note the increase in the average Rfree-
R in going from the deposited PDB structures to the vdW
minima. This is explained by the original structures being refined
without hydrogens and/or not being optimized to a tight
convergence criterion.
The vdW optimization drastically reduced the van der Waals

clashscore from a mean of 48.0 to only 3.0, which is the number
of van der Waals clashes per 1000 atoms. Similar improvements
can be achieved via the all-hydrogen force field in the initial37 and
more recent10 versions of CNS. We note that formation of
energetically favorable weak hydrogen bonds (i.e., C-H 3 3 3O)
that are driven by electrostatics are incorrectly counted as clashes
by MolProbity (among other simplifications). This explains why
the AMOEBA protocol causes a modest increase in clashscore
relative to the vdW potential and points out a limitation of the
generally useful MolProbity clashscore heuristic.
Although the percentage of poor side-chain rotamers was

increased by the vdWoptimization from amean of 10.7 to 11.9%,
the backbone Ramachandran statistics improved. Specifically, the
percentage of outliers was reduced from 2.8 to 2.1% and the
percentage of favorable (φ,j) dihedral pairs increased from 86.8

to 88.5%. Unlike the vdW result, inclusion of electrostatics in the
AMOEBA protocol slightly reduced the percentage of poor side-
rotamers to 10.4%. Backbone Ramachandran outliers were
further reduced from the vdW result to 1.6% under AMOEBA,
and favorable (φ,j) dihedral pairs were further improved from
the vdW result by 4.2%.
The overall MolProbity score is a log-weighted combination of

the clashscore, percentage of bad side-chain rotamers, and the
unfavored Ramachandran percentage that indicates the crystal-
lographic resolution at which those values would be expected.71

The mean value of the starting models is 3.38, which is slightly
worse than the actual average crystallographic resolution of 3.1 Å.
Under the vdW and AMOEBA protocols, the score was im-
proved to 2.36 and 2.18, respectively. Therefore, MolProbity
judges the quality of the AMOEBA structures to be consistent
with a mean crystallographic resolution that is 0.92 Å better than
the actual mean of the 10 data sets. Without going into details,
the contribution from the clashscore was fixed to the vdW result
when calculating MolProbity scores for AMOEBA (and direct)
to ameliorate limitations of the clashscore heuristic for weak
hydrogen bonds.
The RMS deviation of the bonds and angles from equilibrium

values for the optimized structures referred to in Table 5 are
listed in Table 6. Relative to the starting models, the bond RMSD
increased from 0.009 to 0.015 Å and the angle RMSD from 1.822
to 2.749�. The increase of approximately 50% in both cases may

Table 6. Geometric Statistics, Coordinate Superposition RMSDs and the Relative Energy per Residue for 10 Biomolecular
Crystallography Data Setsa

model geometry RMSD coord. RMSD (Å)

res (Å) potential bond (Å) angle (�) CR heavy rel. energy/residue (kcal/mol)

1A7B vdW 0.014 2.64 0.39 0.67 0.0

3.1 AMOEBA 0.013 2.77 0.43 0.77 -20.0

1BL8 vdW 0.017 3.08 0.60 0.87 0.0

3.2 AMOEBA 0.016 3.27 0.74 0.98 -7.3

1DP0 vdW 0.020 2.94 0.11 0.24 0.0

1.7 AMOEBA 0.020 3.07 0.11 0.25 -16.4

1SFC vdW 0.014 2.74 0.35 0.62 0.0

2.4 AMOEBA 0.014 3.07 0.42 0.75 -9.1

2FNP vdW 0.016 2.76 0.44 0.82 0.0

2.6 AMOEBA 0.016 3.06 0.50 0.96 -9.9

2QUK vdW 0.015 2.79 0.30 0.56 0.0

2.8 AMOEBA 0.015 3.04 0.30 0.59 -6.8

2R4R vdW 0.015 2.65 0.60 0.90 0.0

3.4 AMOEBA 0.014 2.94 0.64 0.98 -6.7

3CRW vdW 0.014 2.39 0.59 0.92 0.0

4.0 AMOEBA 0.014 2.83 0.92 1.24 -12.0

3FFN vdW 0.015 2.68 0.31 0.48 0.0

3.0 AMOEBA 0.014 2.95 0.31 0.52 -7.0

3HN8 vdW 0.016 2.82 0.44 0.68 0.0

3.5 AMOEBA 0.016 3.12 0.45 0.73 -8.4

mean vdW 0.016 2.75 0.41 0.67 0.0

AMOEBA 0.015 3.01 0.48 0.78 -10.4
aThe structures used here correspond to those of Table . Compared to the vdW structures, inclusion of electrostatics slightly decreased the bond RMSD
from equilibrium but increased the angle RMSD. The CR coordinate RMSD, computed relative to the starting PDB structures, was 0.41 and 0.48 Å
under the vdW and AMOEBA protocols, respectively. The mean heavy atom coordinate RMSD was 0.67 and 0.78 Å for vdW and AMOEBA,
respectively. Finally, the AMOEBA potential energy per residue, relative to the vdW structure, was reduced by 10.4 kcal/mol by optimization with
AMOEBA polarizable electrostatics.
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be explained by the relatively stiff bond and angle force constants
often used by crystallographic refinement software compared to
AMOEBA force constants that are fit to vacuum vibrational
frequencies measured experimentally or determined by electro-
nic structure calculations. Alternatively, the increase could be due
to differences in the weighting (wa) between the X-ray and
chemical terms in the target function. The mean energy stored in
the bonds and angles of the final AMOEBA structures was only
0.08 and 0.14 kcal/mol, respectively, which is easily less than kT
at the range of temperatures crystallographic data is collected
(100-300 K).
The RMS deviation in the atomic coordinates for CR atoms

and for all heavy atoms from the PDB starting structures is also
shown in Table 6. The vdW and AMOEBA protocols moved CR
atoms by an average of 0.41 and 0.49 Å, respectively. Larger RMS
coordinate deviations of 0.67 and 0.78 Å were observed for all
heavy atoms after the vdW and AMOEBA protocols, respec-
tively. A relative potential energy per residue was calculated by
subtracting the asymmetric unit potential energy of the AMOE-
BA model from that of the vdW model using the full AMOEBA
potential energy function (AMOEBA is a better estimate of the
true potential energy than the vdW potential) followed by
division by the number of residues to achieve an estimate
independent of protein size. The relatively small local perturba-
tion of the coordinates due to optimization with electrostatics
nonetheless resulted in a lowering of the relative potential energy
per residue by more than 10 kcal/mol, which is comparable to a
protein/drug binding free energy (for example, benzamidine
binding to trypsin is favorable by 6.3-7.3 kcal/mol).7 The
dramatic energetic improvement is consistent with electrostatic

stabilization from the formation of hydrogen bonds, as shown in
Figure 5 for an R-helix of the human β2 adrenergic G-protein-
coupled receptor (2R4R, 3.4 Å). The AMOEBA protocol
lengthened the R-helix by one residue relative to the vdW
protocol, which is consistent with the 1.0 Å higher resolution
2RH1 structure (2RH1, 2.4 Å, Figure S-1 in the Supporting
Information).

V. CONCLUSIONS

From this work we conclude the AMOEBA polarizable force
field evaluated with PME electrostatics is capable of improving
macromolecular X-ray crystallography refinement starting from
structures obtained by optimization with only van der Waals
nonbonded forces. The improvements lower Rfree by 0.5%,
reduce overfitting by 0.9% and increase the number of residues
with favorable backbone conformations by 4.2%. This is con-
sistent with electrostatics driving local conformational shifts
toward favorable hydrogen-bonding networks, especially for
repetitive secondary structure, as shown in Figure 5. The mean
MolProbity score for our final models suggests geometric quality
consistent with a mean crystallographic resolution of 2.18 Å,
which is 0.92 Å better than the true mean of 3.1 Å.

We have shown that PME electrostatics benefits from the
explicit incorporation of space group symmetry to reduce both
memory and CPU demands. Further acceleration was achieved
using shared memory parallelization and a GPU coprocessor for
the N 3 log(N) reciprocal space convolution of the PME algo-
rithm. The X-ray crystallography refinements were carried out in
FFX, which currently depends on v. 1.6 of the JRE and v. 3.1 of

Figure 5. Panels A and B show residues A214-A224 of the human β2 adrenergic G-protein-coupled receptor (2R4R) after optimization with the
vdW and AMOEBA protocols, respectively. Canonical i to iþ 4 R-helix hydrogen-bonding distances are explicitly drawn. The vdW protocol (Panel A)
exhibits five potential canonical hydrogen bonds, but the mean N-H 3 3 3O distance (2.35 Å) is relatively large. The AMOEBA protocol (Panel B)
lengthened the helix by one residue relative to the vdW protocol. These six R-helix hydrogen bonds show a mean N-H 3 3 3O distance
(1.97 Å) in the optimal energetic range. We note that the second AMOEBA oxygen from the bottom of the image forms a weak hydrogen bond to the
i þ 4 Cβ-H instead of to the i þ 4 N-H, which could be improved by replacing the local optimization protocol used in this work with a global one.
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the CUDA API for additional acceleration using a GPU copro-
cessor. Relative to a single CPU core after expansion to P1, the
combination of space group symmetry, shared memory paralle-
lization over 8 Intel Xeon E5530 CPU cores at 2.4 GHz, and a
Tesla M1060 GPU coprocessor at 1.30 GHz showed an average
speed-up of more than 24� for large marcomolecular crystals
that average 240 000 atoms in the unit cell.

One limitation of our results is the lack of a physical treatment
of bulk solvent, such as Poisson-Boltzmann72 (PB) or general-
ized Kirkwood73 (GK) continuum electrostatics. Currently, the
PB and GKmodels for AMOEBA do not include explicit support
for symmetry operators or periodic boundary conditions, but it
should be possible to extend them in this respect. Although the
cost of numerical solutions to the PB equation for AMOEBA is
prohibitive for macromolecular X-ray refinement, it may be
possible to combine the analytic GK approximation with PME.
It has been noted previously that global optimization via simu-
lated annealing may lead to unreasonable side-chain conforma-
tions without continuum solvent, especially for charged residues
at the surface of a macromolecule that incorrectly experience a
vacuum environment.32 Although the addition of a continuum
solvent33 followed by global optimization via simulated
annealing68 has been suggested, the fundamental problem of
how to combine analytic continuum electrostatics with a rigorous
lattice summation method remains an open question.

Although it is beyond the scope of this work, it is of interest to
compare the improvements in model quality from AMOEBA
electrostatics evaluated with PME to refinement using fixed
charge electrostatics evaluated with spherical cutoffs as in
CNS10 or to electronic structure methods.74,75 For example,
the general features of the hydrogen-bonding network in Figure 5
might be reproduced by refinement with a fixed charge force
field. However, the advantages of the polarizable AMOEBA
model over fixed charge potentials have already been studied in
detail for the structural properties of water,5,6 ion solvation
thermodynamics,76 protein-ligand binding affinities,7,77 and
small molecule structural and thermodynamic observables.8

Similar advantages have also been observed for the CHARMM
polarizable force field based on the classical drude oscillator.78-81
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ABSTRACT: Coarse-grained molecular dynamics provides a means for simulating the assembly and the interactions of membrane
protein/lipid complexes at a reduced level of representation, allowing longer and larger simulations. We describe a fragment-based
protocol for converting membrane simulation systems, comprising a membrane protein embedded in a phospholipid bilayer, from
coarse-grained to atomistic resolution, for further refinement and analysis via atomistic simulations. Overall, this provides a method
for generating an accurate and well equilibrated membrane protein/lipid complex. We exemplify the protocol using the acid-
sensing/amiloride-sensitive ion channel protein (ASIC) channel protein, a trimeric integral membrane protein. The method is
further evaluated using a test set of 10 differentmembrane proteins of differing size and complexity. Simulations are assessed in terms
of protein conformational drift, lipid/protein interactions, and lipid dynamics.

’ INTRODUCTION

Membrane proteins play key roles in cell biology, e.g., in
transport and in signaling. As a consequence, membrane proteins
account for ∼25% of genes1 and ∼50% of the potential drug
targets.2 There is ongoing progress in the determination of
membrane protein structures by X-ray diffraction and other
methods,3 which has resulted in ∼250 unique structures (see
http://blanco.biomol.uci.edu/membrane_proteins_xtal.html
for a summary). However, such structures only occasionally (e.g.,
for Aqp0)4,5 reveal full details of protein/lipid interactions. At the
same time spectroscopic6,7 and functional8 studies indicate the
importance of characterizing the nature of the interactions of
membrane proteins with their lipid bilayer environment.

Molecular dynamics (MD) simulations and related methods
have an important role in helping us to fully understand the
structural dynamics of membrane proteins.9,10 However, prior to
commencing these simulations the lipid/protein system should
first be near optimally configured. The standard computational
method for incorporating a protein into a lipid bilayer is to posi-
tion the protein within the preformed membrane, delete the
overlapping lipids, and then equilibrate the resulting complex.11

However, this method requires prior knowledge of the trans-
membrane region of the protein, with regions of high hydro-
phobicity, flanked by tyrosine, tryptophan, and basic residues
used as indicators.12 A number of online tools such as the
Orientations of Proteins in Membranes (OPM) database13

(http://opm.phar.umich.edu/) can be used to guide this process,
but they simplify the representation of the lipid bilayer to a
hydropobic slab.

A number of studies have shown that coarse-grained molec-
ular dynamics (CG-MD) simulations14 may be used to char-
acterize the interactions of membrane proteins with bilayer
lipids15,16 (http://sbcb.bioch.ox.ac.uk/cgdb). However, this
method simplifies the representation of both protein and lipid
and so inevitably, e.g., the energetics of protein/lipid interactions
are approximated.17,18 Other approaches include use of a mixed

CG-AT system (e.g., refs 19�22). It is therefore desirable to be
able to adopt a serial multiscale approach,23 whereby CG-MD
simulations may be used to efficiently explore membrane pro-
tein/lipid interactions, yielding system configuration which may
then be converted to atomistic resolution and further refined and
characterized in detail by atomistic MD (AT-MD) simulations.
One challenge in undertaking such an approach is to develop
robust and efficient procedures for conversion of complex
protein/lipid bilayer systems from CG to AT representations.
This can be achieved in a number of ways.24,25 Here we describe a
fragment-based approach, which we evaluate via application to a
test set of 10 differentmembrane proteins and use as the basis of a
comparison of lipid/protein interactions as predicted by CG and
AT-MD simulations.

’METHODS

CG to Atomistic Conversion. The overall problem is to
generate an atomistic protein/lipid bilayer system which retains
all of the key interactions of the corresponding coarse-grained
model. Coarse-grained to atomistic (CG2AT) conversion is an
intrinsically under determined problem, and so additional ster-
eochemical information must be added, directly or indirectly.
In our approach this additional information is provided by frag-
ment-based libraries. For each protein a CG protein/lipid
bilayer system complex, generated by a self-assembly CG-MD
simulation,16,26 was used as the starting point for the conversion
process. Thus, each system had previously been subjected to 500
ns of CG-MD to allow the self-assembly and equilibration of a
lipid bilayer around the protein. The conversion starts by
renaming all CG lipid and protein particles to their atomistic
counterpart. The protocol (written in perl) uses a number of
tools from Gromacs v4.5.3,27 with both the standard Martini
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v2.128,29 CGmodel and our local modification of Martini18 being
supported. The protocol currently supports GROMOS, OPLS,
and CHARMM36 force fields for the atomistic simulations. A
flowchart detailing the conversion process is shown in Figure 1. A
typical conversion takes 15 min on a standard Linux workstation
for a 25 000 CG-particle system, with relatively small timing
differences depending on the options used.
Protein Conversion. Two alternative approaches were used

for CG2AT conversion of the protein. The first (CG2AT-full)
uses Modeller and Pulchra to construct an atomistic protein
structure from the CG particles.30,31 The second (CG2AT-
align) structurally aligns the original protein PDB structure on
the CG model of the protein. The decision as to which to use
depends on whether or not one wishes to include any protein
conformational changes that may have occurred during the
CG-MD simulation. Thus, CG2AT-full would be used if
one wished to carry over a (limited) protein conformational
change occurring in the protein during the CG-MD step, e.g.,
due to the interaction of a nonmembrane domain with lipid
headgroups. In contrast, one might better use CG2AT-align if
CG-MD simulations were being used for a relatively rigid
membrane protein simply to establish an optimal lipid bilayer
environment as a starting point for extensive AT-MD simula-
tions. Ultimately, which approach to use depends on the
nature of the specific questions being addressed in a given
simulation study.

In CG2AT-full the backbone of the protein is grown from the
CG CR particles using the Pulchra algorithm.31 To guide the
reconstruction of the aromatic side chains, fragments of ring
structures are first aligned to the CG particles. The missing side
chain atoms are then added using the complete_pdb function in
Modeller;30 this method preserves the original coordinates from
the CG particles (Supporting Information, Figure S1). Subse-
quent conjugate gradients energy minimization is then applied
using Modeller to reduce the internal steric clashes of the model.
The protein is then energy minimized further through 500 steps
of steepest descents using Gromacs. The stereochemical quality
of the generated models was evaluated using Procheck.32

In CG2AT-align the original atomistic structure used as the
starting point for the CG simulations is structurally aligned
with the protein CG particles and then energy minimized using
500 steps of steepest descents. There is also an option to align
based only on the transmembrane region of the protein (selected
using a consensus of sequence-based TM helix predictions).33

This latter option allows for an improved alignment of the trans-
membrane region of the protein, especially for proteins with
large, mobile nonmembrane domains.
Lipid Conversion. Lipids were converted by alignment of

atomistic lipid fragments (Figure 2) to the CG particles of each
lipid molecule. This is repeated for all lipids in the system, which
is then subjected to 5000 steps of steepest descents energy
minimization. For PG and PS containing lipids, a further limited

Figure 1. Flowchart describing the CG to AT conversion. Description of the CG2AT conversion methodology. Lipids and proteins are converted
independently. The protein may be converted by either realignment of the original atomistic PDB structure (CG2AT-align) or reconstruction of the
atomistic coordinates from the CG model using Pulchra and Modeler (CG2AT-full).
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memory Broyden�Fletcher�Goldfarb�Shanno (l-bfgs) energy
minimization was required to reduce steric clashes between the
headgroups of neighboring lipid molecules. Lipids currently
available include POPC, POPE, POPG, POPS, DPPC, DHPC,
DMPC, DMPG, DOPC, DSPE, BNG (β-nonyl glucoside),
cholesterol, PIP2, and PIP3.
Final Steps. Following conversion of the protein and lipids the

two energy minimized components were then combined and
energy minimized further. In the case of protein converted using
CG2AT-align, lipids within 1 Å of the protein were deleted to
remove any unavoidable protein/lipid clashes. The system is
then solvated, with any waters sitting within the hydrophobic
core of the bilayer removed. Counterions are added to neutralize
the system. The solvated system was finally energy minimized in
preparation for the MD simulations.
Atomistic MD Simulations. Atomistic MD simulations were

performed using Gromacs v4.5.3 with the GROMOS96 43a2
force field.34 Simulations were performed using semi-isotropic
pressure coupling with the Parrinello�Rahman barostat,35 while
the temperature of the lipid, protein, and solvent (water and
counterions) was separately coupled to an external bath held at
323 K, using the Berendsen themostat.36 The water model used

was SPC.37 The LINCS algorithm was used to constrain bond
lengths.38 Long-range electrostatic interactions beyond 10 Å
were modeled using the particle mesh Ewald (PME) method.39

A cutoff of 10 Å was used for van der Waals’ interactions. Each
converted system was first subjected to 1 ns of protein-restrained
simulation, during which all heavy atoms of the protein were
harmonically restrained with a force constant of 1000 kJ/mol/
nm3. These restraints were then removed for 50 ns of production
simulation with coordinates saved every 10 ps for analysis.
Pure Lipid Bilayer Simulations. In addition to studying the

conversion of membrane protein complexes we also assessed this
methodology with pure lipid bilayers, consisting of either POPC,
POPE, DOPC, DPPC, or DMPC. Each bilayer was self-as-
sembled by a 500 ns CG-MD simulation, before conversion to
an atomistic systems, and used to start a 10 ns AT-MD simula-
tion. The final snapshot of these simulations, along with the
parameters used, can be found in Lipidbook (http://lipidbook.
bioch.ox.ac.uk/).40

’RESULTS

Example: An Ion Channel Protein. The method is best
illustrated by following in detail a specific example. For this we
have selected the ASIC protein. This is an acid-sensing ion
channel the structure of which has been determined at 1.9 Å
resolution.41 It is trimeric, with a transmembrane (TM) domain
containing six helices and an extensive extracellular domain. It is
therefore a good example of a moderately complex membrane
protein. It has been the subject of some simulation studies.42 The
conversion process is illustrated in Figure 3. It can be seen that
the CG-MD self-assembly process ‘correctly’ inserts the protein
in a bilayer, i.e., with presumed TM domain in a bilayer spanning
orientation and with the extracellular domain making few con-
tacts with the lipids.
ASIC is of interest in that the trimer is asymmetric. This is

reflected in the asymmetric, tilted orientation of the trimer
relative to the bilayer. This is seen in the CG-MD simulation
and increases during the 50 ns AT-MD simulation (Figure 4A
and B). The orientation during the AT-MD simulation may be
compared with the orientation predicted in the OPM database
(http://opm.phar.umich.edu/), which treats the bilayer via an
implicit bilayer method.13 Both the simulations and the implicit
bilayer method suggest that the TM domain of ASIC is tilted
(Figure 4). However the degree to which the protein changes
over the course of the atomistic simulations, as the ectodomain
interacts with the interfacial region of the bilayer. Thus for the
three subunits, considering the TM segments only, the simula-
tion-based tilt angles (relative to the bilayer normal, averaged
over the last 10 ns of the twoAT-MD simulations) are: subunit A,
∼19�; subunit B, ∼60�; and subunit C, ∼48�. For OPM the
corresponding tilt angles are: 2�, 25�, and 25�. In either case, the
tilt is greater than that which would be assumed by simple
‘manual’ positioning of the ASIC protein in a lipid bilayer,
guided by inspection transmembrane regions of the X-ray
structure (Figure 4D). This difference in tilt angle is likely to
be important in functional predictions of, e.g., the electrostatic
potential surface around the protein where is embedded in the
bilayer (see e.g. ref 42).
We can compare the lipid headgroup contacts predicted by

CG-MD and those maintained in the AT-MD simulation of
ASIC. It can be seen there is an excellent agreement between the
lipids contacts suggested by the CG simulations and those

Figure 2. (A) Library of lipid fragments. Atomistic fragments used for
the conversion of the lipid molecules. The atoms that are aligned with
the CG particles are shown in spheres, with the remainder of the atoms
shown as sticks. (B) An example of the lipid conversion is shown
for DPPC.
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preserved after CG-to-AT conversion and AT-MD simulation
(Figure 5), regardless of whether the conversion used the ‘full’ or
‘aligned’ procedure for the protein (see above and Figure 1). This
is reflected in correlation coefficients of between 0.79 to 0.81 for
the lipid contacts seen in the three simulations.
Benchmark Systems. We employed a benchmark set of 10

membrane proteins against which to evaluate the CG2AT proce-
dure and the behavior and lipid interactions of the proteins in the
subsequent short AT-MD simulations (Figure 6). These 10
systems were selected to span a range of membrane proteins,
simple and complex, with different overall architectures and
differing patterns of interaction with lipids. Thus, there are

two relatively simple integral membrane proteins—for which
most of the protein mass is R-helical and is located in the
bilayer—namely LeuT and an aquaporin. There are three
proteins with extensive extracellular (ELIC, ASIC) or equiva-
lent (Cyt Ox) domains and three proteins with extensive
intracellular domains (KcsA, SERCA and β2AdR/lysozyme).
β2AdR/lysozyme is of especial interest as it is an artificial
chimeric construct in which lysozyme has been inserted into
an intracellular loop of a GPCR protein. The two other major
classes of membranes proteins—outer membrane β-barrels
and monotopic membrane proteins—are represented by
OmpC and OSC, respectively.

Figure 3. Visual comparison between CG and AT representations. A comparison between the (A, C) CG and (B, D) atomistic system of ASIC shown
perpendicular to (top) and down (bottom) the bilayer normal.
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Behavior of the Proteins. One may compare the protein
structures in terms of CR root-mean-square deviations
(rmsds) before and after the CG2AT conversion. Unsurpris-
ingly, the CR rmsd is small when the protein structure con-
verted using Pulchra and Modeler, with an average value of
1.3 Å. For the CG2AT-align protocol the rmsd fit between the
CG protein, and the overlaid X-ray structure is lower, with an
average of 2.5 Å across all of the test set of proteins. This ref-
lects a degree of (local) conformational change from the initial
structures in the CG simulations, largely determined by the
elastic network restraints used to model the protein tertiary
structures in the CG method.
One may also monitor the degree of conformational drift over

the course of the 50 ns AT-MD simulations. All simulations have
a relatively low CR rmsd drift, especially for the transmembrane
domains (Figure 7). Nevertheless, the overall degree of con-
formational drift is somewhat lower (by ca. 0.5 Å on average) for
the simulations starting from the X-ray protein coordinates (i.e.,
from CG2AT-align) than those starting with remodeled protein
coordinates (i.e., from CG2AT-full). An interesting outlier in
terms of CR rmsd is the β2AdR/lysosyme chimeric protein.
For this the rmsd is much lower if one considers only the
β2-adrenoceptor domain within the chimeric construct.

Figure 4. ASIC AT-MD simulations. Snapshots of ASIC in a lipid bilayer at the start (A) and end (B) of the AT-MD simulation from the CG2AT-align
conversion. (C) ASIC oriented relative to the bilayer plane as predicted by OPM13 (http://opm.phar.umich.edu/). (D) ASIC oriented ‘manually’ in a
bilayer based on helix locations in the X-ray structure and the sequence-based prediction of TM helices.

Figure 5. ASIC lipid/protein interactions. (A) CG and AT structures of
ASIC color coded according to the frequency of lipid headgroup
contacts averaged over the respective simulations; blue = no contacts
made. (B) Lipid headgroup contact frequencies (as a fraction of
simulation time) as a function of residue number for the CG-MD and
the two AT-MD simulations of ASIC.
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Behavior of the Lipids. The average rmsd between CG and
atomistic lipids was 1 Å, when aligning the atomic coordinates
with their counterpart CG particle. One of the main benefits of
the CGMD approach for simulating bilayer arrangement around
a protein is it can allow for any local or global membrane
deformation by the protein. The converted atomistic system
(from CG2AT-full) retains the bilayer distortions of the CG
simulation, allowing tight packing around the membrane
protein. In contrast, in the CG2AT-align method on average
25 lipid molecules were deleted to remove any protein/lipid
clashes. Although the deletion of the lipids removes close
contacts between lipid and protein, these contacts are re-
gained to a certain extent in the initial 1 ns equilibration step of
the subsequent AT-MD simulation during which the protein
is restrained. Such a lipid deletion step can be avoided by

reducing the protein flexibility during the CG-MD bilayer
self-assembly step by, e.g., increasing the CG protein elastic
network model43 cutoff to g10 Å. This allows for better
retention of the key protein/lipid interactions predicted by
the CG-MD simulations while maintaining the X-ray structure
of the protein.
We calculated the lipid tail order parameter (SCD; Figure 8)

profiles from the AT-MD simulations both for pure lipid bilayers
generated by CG2AT and for the two sets (align and full) of
lipid/protein CG2AT systems. Those for the lipid only simula-
tions closely resemble those from standard atomistic simulations
of lipid bilayers thus suggesting that the fragment-based conver-
sion methods from CG lipids preserves a stable fluid-phase lipid
bilayer. The order parameter curves for proteins are very simi-
lar whichever CG2AT method is used for the protein and in

Figure 6. Benchmark systems. The 10 systems studied, from the AT-MD simulations. In each case the protein is shown by a ribbon, colored by
secondary structure; green, R-helices; red, β-strands; and yellow, loops. The phosphorus (orange) and nitrogen (blue) atoms of the DPPC lipids are
shown as spheres, to indicate the position of the bilayer.
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general suggest a degree of (local) increase in lipid tail order by
the proteins, as might be anticipated.
Lipid/Protein Interactions. The lipid headgroups contacting

the proteins were analyzed as a function of protein residue num-
ber in a similar fashion to that for ASIC (see above). It is evident
that there are high-correlation coefficients between the contacts
observed in the three simulations (Table 1). Therefore we may
conclude that the CG2AT conversion procedure preserves the
key lipid/protein contacts generated by self-assembly CG-MD
and that these contacts remain, at least over the short (50 ns)
duration of the AT-MD simulations.
We also analyzed the frequency distributions along the bilayer

normal (z) of amino acid residue types that make contacts with
the lipid molecules in the AT-MD simulations for at least 30% of
the time (Supporting Information, Figure S2). These distribu-
tions show the same general patterns as seen in CG-MD simu-
lations of a wide range of membrane proteins.16 Thus amphi-
pathic aromatic residues (e.g., Trp and Tyr) are located in the
lipid/water interfacial regions, as are Arg and Lys side chains (but

at higher somewhat |z| values allowing interactions with lipid
phosphate groups), whereas hydrophobic side chains are pre-
ferentially localized in the bilayer core. This further demonstrates
that the CG2AT conversion has preserved the positions and the
interactions of lipid-exposed amino acids on the surface of the
TM domains of membrane proteins.

’DISCUSSION

We have described a method for accurate and automatic
conversion of a CG description of a complex membrane/protein
system to atomistic detail, enabling subsequent AT-MD simula-
tion. This method has been evaluated against a test set of 10
membrane proteins and shown to provide stable AT-MD simula-
tion systems which in turn provide information on, e.g., protein/
lipid interactions. Thus, we have provided a protocol for
serial multiscale (as defined by Voth and colleagues)23 simulation
of membrane proteins. This combines efficient sampling of

Figure 7. Protein conformational drift for the AT-MD simulations. The CR rmsd as a function of time the AT-MD simulations of the 10 systems are
shown, using either the (A) CG2AT-align or (B) CG2AT-full method for protein conversion. The rmsds for the complete proteins are shown in gray,
and those for the transmembrane domains only are in black. The β2-adrenoceptor structure (2RH1) shows the greatest drift from the starting structure
(light blue), when the entire engineered complex is considered. Nevertheless, if one considers only the GPCR component, the structure is very stable
(red). The SERCA structure (1SU4; entire structure, pink; TMonly, red) and full-length KcsA (3EFF; entire structure, light green; TMonly, green) also
shown to be relatively dynamic structures in the non-TM regions.
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lipid/protein interactions in CG-MD simulations with refine-
ment of these interactions on a shorter time scale by AT-MD.

Currently there are relatively few protocols available for prepa-
ring complex, mixed lipid systems around a membrane protein.
OPM13,44 and related prediction methods indicate the regions of
the protein that will interact with lipid, and implicit bilayer
models45�47can provide efficient sampling in a bilayer-like en-
vironment and allow use enhanced sampling methods, such as
replica exchange.48However, particle-based approximations (either
CG-MD as in the current study, or DPD as in, e.g., refs 49�52),
are needed to provide models of more specific lipid/protein
interactions, including local distortions of bilayer thickness and/
or selective interactions with lipid headgroups. By combining
such approaches with CG2AT, it is possible to initiate detailed
atomistic simulations to refine the resultant models of such
interactions.

We have described two variants on the CG2AT method,
differing in whether or not changes in protein conformation from
CG-MD are retained. The CG2AT-align method should be used
where preserving the exact starting structure of the protein is
important for the subsequent atomistic molecular simulations,
e.g., if known ligand binding sites need are to be accurately
retained. Additionally, in order to retain the local protein/lipid

contacts, the CG-MD simulations may be performed with tighter
elastic network model43 restraints imposed on the protein
structure to prevent any major conformational changes and
therefore avoid the need for lipid deletion upon conversion. In
addition, the GROMACS g_membed protocol53 has been
included in more recent versions of the conversion process.

The major strength of our approach is that it enables detailed
studies of lipid/protein interactions by providing an optimal
orientation of a complex membrane protein in a bilayer for sub-
sequent AT-MD simulations. This is illustrated here for the ion
channel ASIC, enabling comparison of the multiscale simulation
approach with other methods (e.g., ‘manual’ insertion or use of
the OPM model) for prediction of how the protein might be
arranged relative to a bilayer and indicating significant differences
in the final result. In the current paper we have used a relatively
simple lipid bilayer (DPPC), but recent studies have shown that a
similar approach may be applied to more complex protein/lipid
systems, e.g., models of Kir channels and their possible interac-
tions with PIP2.

54

On balance we think that our method for CG2AT conversion
performs well for membrane protein systems, allowing a balance
between utility and accuracy to be achieved in the context of a given
biological problem. Thus the current method, based on fragment
assembly, provides a possible alternative to othermethods that have
used simulated annealing55 or force matching.56 It also appears to
be a less time-intensive mechanism for conversion that that used
previously in our laboratory.57However, the current approach does
not balance the energetics of both levels of granularity. An
alternative approach would be to use mixed resolution methods
which in principle could achieve detailed balance.58,59 However, at
present such methods are likely to be difficult to applying to
complex multicomponent membrane systems.

It should also be noted that we do not attempt to convert the
water particles from the CG simulation, as these are somewhat

Figure 8. Lipid order parameters. The lipid order parameters (SCD)
from a 50 ns simulation of pure DPPC lipid bilayers (black) are
compared to the order parameters derived from the systems containing
protein (gray) that have been converted either through (A) structural
alignment or (B) the full conversion method.

Table 1. Lipid/Protein Contacts: Correlations Between
Simulationsa

correlation coefficient

protein PDB id CG vs AT-full

CG vs

AT-align

AT-full vs

AT-align

SERCA 1SU4 0.73 0.71 0.78

OSC 1W6K 0.66 0.53 0.67

Cyt Ox 2GSM 0.79 0.78 0.81

OmpC 2J1N 0.80 0.85 0.86

ASIC 2QTS 0.81 0.77 0.78

B2AdR/Lys 2RH1 0.81 0.84 0.82

ELIC 2VL0 0.77 0.80 0.76

Aqp5 3D9S 0.80 0.79 0.76

KcsA 3EFF 0.70 0.54 0.59

LeuT 3F3E 0.77 0.78 0.81

aThese proteins include calcium ATPase (SERCA)
(1SU4),61 oxidosqualene cyclase (OSC) (PDB id: 1W6K),62

cytochrome c oxidase (2GSM),63 outer membrane protease C
(OmpC) (2J1N),64 acid-sensing ion channel 2 (ASIC)
(2QTS),41 β-2 adrenenergic receptor with lysozyme (β2-AdR/
lys) (2RH1),65 ELIC pentameric ion channel (2VL0),66 aqua-
porin P5 (Aqp5) (3D9S),67 KcsA potassium channel (3EFF),68

and leucine transporter (LeuT) (3F3E).69
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simplified in MARTINI and related CG models. However, it
should be possible to include such a conversion if appropriate,
e.g., if polarizable CG water models60 are used.

As the number of membrane protein structures determined by
X-ray crystallography and other high-resolutionmethods expands,3

there is an increasing need for multiscale simulations of mem-
brane proteins. Building upon our earlier database of CG simula-
tions (http://sbcb.bioch.ox.ac.uk/cgdb/),16,26 it should now be
possible to provide multiscale simulations of all membrane
proteins as their structures are determined. This in turn will
enable structural bioinformatics studies, such as data mining of
membrane protein/lipid interactions.

’ASSOCIATED CONTENT

bS Supporting Information. The CG particle to atomistic
mapping for the protein sidechains for (A) our in house CG
protein parameters and (B) Martini. Distribution along the bilayer
normal of amino acids making contact with the bilayer over the
course of the two sets of twenty 10 ns atomistic simulations of the
membrane protein complexes. This material is available free of
charge via the Internet at http://pubs.acs.org.
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ABSTRACT: As new atomic structures of membrane proteins are resolved, they reveal increasingly complex transmembrane
topologies and highly irregular surfaces with crevices and pores. In many cases, specific interactions formed with the lipid membrane
are functionally crucial, as is the overall lipid composition. Compounded with increasing protein size, these characteristics pose a
challenge for the construction of simulation models of membrane proteins in lipid environments; clearly, that these models are
sufficiently realistic bears upon the reliability of simulation-based studies of these systems. Here, we introduce GRIFFIN (GRId-
based Force Field INput), which uses a versatile framework to automate and improve a widely usedmembrane-embedding protocol.
Initially, GRIFFIN carves out lipid and water molecules from a volume equivalent to that of the protein, to conserve the system
density. In the subsequent optimization phase GRIFFIN adds an implicit grid-based protein force field to a molecular dynamics
simulation of the precarved membrane. In this force field, atoms inside the implicit protein volume experience an outward force that
will expel them from that volume, whereas those outside are subject to electrostatic and van der Waals interactions with the implicit
protein. At each step of the simulation, these forces are updated by GRIFFIN and combined with the intermolecular forces of the
explicit lipid-water system. This procedure enables the construction of realistic and reproducible starting configurations of the
protein-membrane interface within a reasonable time frame and with minimal intervention. GRIFFIN is a stand-alone tool
designed to work alongside any existing molecular dynamics package, such as NAMD or GROMACS.

’ INTRODUCTION

Membrane proteins constitute around a third of all proteins
encoded in a typical genome,1-3 and yet the microscopic
mechanisms of their functions are only just beginning to be
described. Major advances in such understanding have been
made through the elucidation of the three-dimensional atomic
structure of some of these proteins by, e.g., X-ray crystallography.
Indeed, the exponential increase in the number of structures
being reported4 highlights the very significant progress made
in this area. However, crystallographic structures capture a
single state of what is typically a dynamic conformational
equilibrium, intrinsic to the functional mechanism of the protein.
A variety of structure-based computational approaches focus
on these dynamic properties, in order to complement the
experimental data. Prominent among these approaches is
molecular dynamics (MD) simulation, for its ability to provide
insights at atomic resolution, and its robust and versatile theore-
tical framework.

A surprising feature of many of the newly discovered mem-
brane protein structures is their complex transmembrane topol-
ogy, and the highly irregular interfaces they appear to form with
the surrounding lipid bilayer. Indeed, for some proteins, such as
the voltage-gated and mechanosensitive channels, or osmoregu-
latory transporters, regulatory mechanisms dependent on lipid
composition are likely to be conveyed precisely by this protein-
lipid interface.5-8 As the structure of the protein-membrane
interface is not known experimentally, such complexity poses a
serious challenge for the construction of molecular-simulation
models. At the same time, whether this interface is realistically

modeled will clearly influence the ability of simulation-based
studies to derive plausible mechanistic hypotheses.

A number of methodologies have been proposed for the
construction of lipid-protein complexes for simulation.9-14

These adopt one of two general strategies, namely either to
assemble a lipid bilayer around the protein de novo, or to adapt
existing and well-optimized membrane models to the protein
structure. The second strategy is an appealing and efficient
option, because it builds upon much effort and considerable
success in the construction of realistic membrane models for MD
simulations, for a range of different lipids or mixtures thereof.
Atomic coordinates and force fields for such systems are publicly
available.

In one of these adaptive strategies, the protein and hydrated lipid
bilayer systems are first superimposed in the same coordinate space,
and some overlapping lipids andwaters are removed, as necessary to
preserve the system density.12,14 However, the cavity thus carved in
the bilayer systemdoes not normallymatch the shape of the protein,
because of the very irregular conformations adopted by lipid
hydrocarbon tails. To resolve this problem, one of the authors
helped develop a methodology12 in which the surface of the protein
is used in the course of a molecular dynamics simulation to define
additional forces that expel these tails from the protein volume. In
this way, lipid and solvent atoms become adapted perfectly to the
shape of the protein, and there is minimal perturbation of the
existing, preoptimized membrane model.

Received: October 7, 2010
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Here, we present an improved andmore general version of this
surface-based approach, based upon a newly developed tool
named GRIFFIN (GRId-based Force Field INput). GRIFFIN
provides several significant advantages over the earlier imple-
mentation. First, forces acting on lipid atoms due to Coulomb
and van der Waals interactions with the protein volume are now
included along with the repulsive surface-guided forces; this
results in chemical specificity at the protein-lipid interface, in
addition to shape complementarity. Second, new features are
included to selectively guide lipids or other molecules into or out
of user-specified regions of the system, and also to prevent
trapping of lipid tails in regions of high irregularity. These
features thus provide a means to handle the kind of complex
protein topologies increasingly uncovered by structural studies.

Third, GRIFFIN is designed to be a stand-alone, fully integrated
application, compatible with anyMDengine that provides a suitable
interface, such as NAMD,15 GROMACS,16 or CHARMM.17 Last,
its object-oriented grid-based algorithm, and the resulting computa-
tional efficiency, extends the applicability of themethod to very large
membrane protein complexes.

We demonstrate the effectiveness of this improved methodol-
ogy with four examples, namely, the secondary transporter
CaiT,18 two membrane rotors from the ATPase family,19,20

and the AcrB multidrug efflux pump21 (Figure 1). In all cases,
irregular features of the protein-lipid interface make other
approaches either unsuitable or impractical. These features
include a central pore in the ATPase rings, and intersubunit
channels and water-filled crevices in the trimeric CaiT and AcrB;
AcrB is also one of the largest and most complex membrane
proteins structures resolved to date. We will show howGRIFFIN
enables the construction of physically realistic starting config-
urations of the lipid-protein interface for membrane protein
simulations, following a reproducible procedure and within an
affordable time frame, even for these very challenging cases.

’METHODOLOGY

The overall protocol is described in the scheme in Figure 2.
Initially, a cavity is carved into a hydrated lipid bilayer system, in
which the membrane protein will ultimately be embedded. The
protein structure, or rather, its surface, is used to estimate the
number of lipid and water molecules to be carved out. In most
cases, however, the resulting protein-lipid interface will be
unsuitable for energy minimization, let alone simulation. The
same surface is therefore employed to define a grid-based force
field designed to expel the remaining lipid and/or water atoms
from that volume. This force field also includes physical interac-
tions (electrostatic and van der Waals), but only in the region of
the grid outside the protein volume. During a subsequent
molecular dynamics simulation of the precarved membrane
system, the implicit protein force field is added to the standard
interaction forces, thus optimizing the protein-lipid and pro-
tein-water interfaces. Geometric objects may be used as addi-
tional, lipid and/or water specific exclusion volumes, during the
carving and/or the simulation.
Initial Carving of the Lipid Membrane. GRIFFIN provides

an integrated tool for constructing the surface of the protein and
for the initial carving of the membrane. The surface is con-
structed using a rolling-sphere method,22 with a probe of
adjustable radius, typically set to 1.4 Å. Atomic radii are derived
from the force field to be used in the simulation, e.g.,
CHARMM27.23 The protein surface is used to estimate the
volume occupied by the protein within each leaflet of the lipid
membrane, as well in the hydration layer. The boundaries of
these regionsmay be user-defined or determined by the program.
Based on this volume estimation and the lipid density, the
number of lipid molecules to be deleted from each leaflet is
determined. These are selected from a list of all lipids that overlap
with the protein volume, ranked according to the number of
overlapping atoms and their distance to the protein surface. All
overlapping water molecules are also deleted. Specific values for
these parameters may be also provided by the user, overriding
those calculated by the program.
Additional Molecule Type Specific Exclusion Volumes.

GRIFFIN offers the possibility of using geometric objects
(spheres, rectangular cuboids, and cones) as additional exclusion

Figure 1. Representative membrane proteins with complex protein-
lipid interfaces, used here as test cases for GRIFFIN. Each structure is
displayed in cartoon format with different colors for each protein
subunit, and viewed either from the plane of the membrane (upper
panels) or normal to the membrane (lower panels). The approximate
limits of the hydrophobic core of a hypothetical lipid membrane are also
indicated (green lines). (A) The K10 rotor ring of the V-type Naþ-
ATPase from Enterococcus hirae. (B) The c11 rotor ring of the F-type
Naþ-ATP synthase from Ilyobacter tartaricus. (C) The carnitine/
γ-butyrobetaine antiporter CaiT from Proteus mirabilis. (D) The multi-
drug efflux pump AcrB from E. coli.
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regions in the membrane carving, as well as in the optimization
stage (see below). These objects are integrated in the volume
estimation described above, andmay be specific to a user-defined
molecule type, e.g., to exclude lipid from a channel pore.
Calculation of the Implicit Protein Force Field. A second

tool within GRIFFIN enables the calculation of the implicit force
field for use during the subsequent molecular dynamics optimi-
zation stage. This force field is stored on a three-dimensional grid
(Figure 3) of user-defined grid-point spacing (with a default
value of 0.5 Å). Within the protein volume (which may be
modified to include theoptional exclusion regionsmentioned above),
each grid point stores a force (of magnitude 1 kcal/mol/Å) directed
toward the nearest point on the protein surface (NPS; Figure 4A).
These so-called surface forces will be applied to lipid and water
atoms inside the volume during the optimization. Grid points
outside of the protein surface map the Coulombic and van der
Waals interaction forces between the protein and a probe particle
of q = 1e, ε = 1 kcal/mol, and σ = 1 Å (Figure 3). User-defined
cutoff distances may be specified for each of these interactions
(default values are 18, 12, and 8 Å, respectively). The calculation
of the force grid is carried out only once during the protocol;
however, as it may be time-consuming, this calculation may be
distributed over an adjustable number of processors.
Calculation of GRIFFIN Forces duringMolecular Dynamics

Simulations. GRIFFIN supplies a molecular dynamics simula-
tion with atomic forces derived from the precomputed grid.
These are calculated at every simulation step, based on the
atomic coordinates of the explicit system (Figure 3F). To map
the grid-point forces onto the actual atoms, GRIFFIN uses a
trilinear interpolation method. By default, the physical forces
are scaled by the actual charge and van der Waals parameters of
each atom (a geometric-mean combination rule is used for both

σ and ε). Surface forces may also be scaled by a constant; in
practice this constant is typically increased in a stepwise
manner, as the surface forces ultimately become balanced out
by the external pressure (see Results). A user-specified constant
factor may also be used to further scale each of the physical
interaction forces.
To improve the performance and stability of the algorithm, no

surface forces are applied to hydrogen atoms by default. By
contrast, all atoms may experience physical forces if outside the
protein volume. However, for greater efficiency, physical inter-
actions are computed only for atoms neighboring the protein; a
list of such atoms is updated every few steps during the simula-
tion (typically 10), and includes all atoms for which the GRIF-
FIN force is nonzero at the update step. Lastly, it should be noted
that by construction no reaction forces on the protein are
considered; it is thus advisable that GRIFFIN is employed
alongside stochastic dynamics, with tight temperature and pres-
sure coupling.
A feature specific to lipid molecules is the possibility of

redirection of the surface forces. This feature is important when
atoms within the same lipid chain are driven in opposite
directions (see Results). Redirection is applied when the surface
force acting on a given atom is directed away from the overall
geometric center of the lipid molecule to which it belongs
(Figure 4). An adjustable threshold defines the maximum angle
by which the surface force may diverge; this is typically <110�.
Simulation Details. All GRIFFIN optimizations described

here were carried out with NAMD 2.715 with the CHARMM27
protein/lipid force field.23 The lipid types used were palmitoyl
oleyl phosphatidylcholine (POPC; 234 for c11, 542 for K10, and
532 for AcrB) and palmitoyl oleyl phosphatidylethanolamine
(POPE; 470 for CaiT). The simulations were carried out at

Figure 2. Schematic of the protocol for optimization of a protein-membrane interface using GRIFFIN. In the first step, a hypothetical membrane
protein with a central pore (top left) is overlaid with a cylindrical geometric object (orange). The combined volume (yellow) of the protein and object is
carved from an explicit system (bottom left) containing water (red) and lipidmolecules (hydrocarbon chains are colored green and polar head groups are
shown as orange spheres). After carving, some lipid and water atoms typically overlap the protein volume. The combined exclusion volume, and the
actual protein structure, are also used to construct a force grid (top right) consisting of surface-directed expelling forces inside the volume and physical
interaction forces outside. This force grid is overlaid on themolecular system to compute, at each time step of amolecular dynamics simulation, the actual
forces on individual atoms; these are then added to the interaction energies between explicit atoms computed by the molecular dynamics package. In the
last step, the GRIFFIN-optimized hydrated membrane is merged with the atomistic model of the membrane protein, and the entire system is energy-
minimized to obtain the initial configuration for simulation (bottom right).
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constant temperature (298 and 310 K for POPC and POPE,
respectively), using a Langevin thermostat (collision frequency
of 100 ps-1). The pressure was maintained along the membrane
normal using a Nos�e-Hoover Langevin piston barostat (1 atm),
while the surface area of the membrane was kept constant.
Electrostatic interactions were calculated using the particle mesh
Ewald method (PME) with a real-space cutoff of 12 Å. A cutoff
distance of 12 Å was also used for the van der Waals interactions.
The MD integration time step was 1 fs; bonds involving
hydrogen atoms were constrained with SETTLE. The number
of lipid/water atoms in each optimization was 80 172 for c11 ring,
187 585 for K10 ring, 163 666 for CaiT, and 319 790 for AcrB.

’RESULTS

GRIFFIN Forces Expel Lipid andWater Molecules from the
Protein Volume.We began by testing the most basic GRIFFIN
functionality, namely to gradually empty the volume of a membrane
protein during the course of a MD simulation of a precarved,
hydrated lipid bilayer. Our test system was the membrane rotor
from a bacterial V-type ATPase (Figure 1A). This is a ring-
shaped oligomeric assembly of 10 subunits, with a central pore
that is plugged by lipid molecules.19 For this and subsequent
tests, we employed NAMD as the MD engine coupled to
GRIFFIN.
Wemonitor the progress of the procedure using two variables,

namely the number of atoms inside the implicit protein volume

(excluding hydrogen atoms for convenience) and the maximum
depth of any of those atoms beneath the protein surface. The K10

ring system starts out with about 6000 atoms inside the volume,
which are up to about 10 Å deep. As shown in Figure 5A,
application of the surface forces calculated by GRIFFIN results in
a rapid decline in the number of buried atoms, until a plateau is
reached, reflecting a balance between the expelling forces and the
external pressure from lipid and water. As expected, the rate of
decrease and the plateau level are dependent on the strength of
the applied surface forces; for example, with a force of 3.0 kcal/
mol/Å2, the plateau is reached after ∼25 ps, having expelled
∼3000 atoms. Subsequent stages in which the magnitude of the
surface forces is increased (up to 9 kcal/mol/Å2 in this case)
progressively empty the protein volume further. At the end of the
last stage of our test, about 1300 atoms remain inside the implicit
volume; however, these are within ∼1.5 Å of the protein surface
(Figure 5B). As mentioned previously, this surface envelops the
actual molecular surface with an offset equal to the probe radius
(1.4 Å); hence, at this point in the simulation the volume to be
occupied by the protein is in fact empty of lipid or water atoms.
Avoiding Bidirectional Pulling and Trapping of Lipid Tails.

The complexity of many membrane protein structures often
implies that the curvature of their surface changes drastically in
length scales comparable to a lipid molecule. Other features such
as pores and gullies create multiple, noncontiguous protein-
lipid interfaces. In these cases, a potential shortcoming of the
surface-guided repulsion approach is that lipids may be trapped
inside the protein volume. This occurs when two sets of atoms in
a lipid molecule are pushed in opposite directions, each toward
the nearest region of the protein surface.
To overcome this difficulty in GRIFFIN, we implemented a

feature we refer to as “force redirection”. This means, roughly
speaking, that atomic forceswhose direction is opposite to the forces
applied to the rest of the lipid molecule are redirected appropriately
(see Methodology for a more precise description). To illustrate this
feature, we employ a second rotor ring, this time a c11 oligomer
from a bacterial F-type ATP synthase20 (Figure 1B).

Figure 3. GRIFFIN force field for the CaiT protein. (A-E)The surface
of CaiT (C atoms in yellow, O atoms in red, N atoms in blue) is shown
overlaid on the corresponding GRIFFIN force field. Lines from a given
grid point indicate the direction and magnitude of the forces generated
by the protein atoms. These include surface forces (blue) inside the
protein volume and electrostatic (green) and van der Waals attractive
(gray) and repulsive (red) forces outside. (F) Actual forces derived by
GRIFFIN inside (blue) and outside (green) the protein surface
(yellow), on explicit lipid and water atoms, after interpolation and
scaling of the force grid in (A)-(E).

Figure 4. Schematic of force-redirection methodology. (A) Atoms in a
lipid alkyl chain (sticks) entering the protein volume (yellow) experi-
ence surface forces toward the nearest point on the protein surface
(NPS). (B) If the lipid chain spans most of the volume, however, atoms
near the left-hand surface experience a surface force directed in the
opposite direction from the rest of the chain (red). When the angle θ
between the original surface force and the direction of the molecular
geometric center (GC) exceeds a given threshold, the force is redirected
toward the GC (green).
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As shown in Figure 6A, several phospholipids in a membrane
precarved for this protein span most of the distance between the
inner and outer surfaces of the ring. Application of surface forces
without the redirection functionality fails to expel these lipid tails
from the protein volume; instead, as Figure 6B shows, the lipid
tails are stretched in opposite directions. In this simple case, the
situation can be somewhat resolved by increasing the magnitude
of the surface forces (Figure 6D), as the lipid tail ultimately
commits to one of the two surfaces. However, in general this will
not be the case; moreover, large surface forces (>3 kcal/mol/Å2)
should be avoided in the first stages of the procedure, as they
otherwise result in unrealistic lipid-tail conformations, which
subsequent simulations will be unlikely to correct.
By contrast, the redirection of problematic atomic forces

rapidly resolves any conflicting lipid configurations, and allows
GRIFFIN to empty the protein volume gradually and control-
lably (Figure 6C-E).
GRIFFIN Generates Lipid-Protein Interfaces with Interac-

tion Specificity. An important improvement of GRIFFIN
compared to its predecessor12 is that it attains specificity in the
protein-lipid interface, in addition to shape complementarity.
To achieve this, the implicit protein force field overlaid on the
explicit membrane system includes both electrostatic and van der
Waals interactions; these act on lipid and water atoms outside the
protein volume, in contrast to the surface forces, which only
apply inside that volume (see Methodology; Figures 2 and 3).
Figure 7 illustrates both the degree of shape complementarity

and the electrostatic specificity that may be attained with

GRIFFIN, using again the c11 rotor ring as an example. The
repulsive surface-directed forces alone cause the lipid molecules
to adapt neatly to the shape of the protein volume.12 However,
the electrostatic interactions in particular help to guide lipid
groups to appropriate regions of the protein-membrane inter-
face (Figure 7A cf. 7B), and thus reduce its overall electrostatic
energy (Figure 7C). As illustrated in Figure 7D, during this
optimization specific interactions are formed, for example,
between the (explicit) polar head groups and oppositely charged
atoms in the (implicit) protein. Arguably, that such interactions
are already present in the starting configuration of a simulation is
advantageous, as it implies that the subsequent equilibration of
the system will be more realistic and efficient.
Geometric Objects for Exclusion or Inclusion of Specific

Molecule Types in Desired Locations. Transmembrane pores
and access pathways are characteristic features of membrane
proteins that function as channels or transporters; many others
contain large crevices in the lipid interface (Figure 1). Such cases
present an additional challenge to the setup of a membrane
protein simulation, since lipid molecules must be excluded from,
e.g., hydrated pores, while water should be excluded from, e.g., lipid-
filled crevices. To overcome these difficulties, GRIFFIN supports
the use of geometric objects that define additional, molecule-type
specific exclusion volumes. These objects are added to the protein
volume during the initial membrane carving and/or during the
subsequent MD/GRIFFIN simulation (see Methodology).
To illustrate this functionality, we consider as an example the

trimeric carnitine/γ-butyrobetaine antiporter CaiT from Proteus
mirabilis,18 each protomer of which contains an aqueous vestibule
leading toward the center of the membrane (Figures 1C and 8).
Without using any additional exclusion volumes during the initial
membrane carving, several lipid molecules are found inside these
access pathways, amounting to ∼160 atoms, not counting
hydrogens (Figure 8A). Throughout a subsequent MD/GRIF-
FIN simulation—also without the objects—the majority of these
atoms remain stubbornly in place (Figure 8B). If during the MD
simulation, however, a spherical exclusion object is overlaid on
each protomer so that it encompasses the access pathway
(spheres, Figure 8), these regions are progressively emptied of
lipid molecules (Figure 8, orange line). This result shows that the
geometric objects are indeed integrated correctly into the protein
volume, and that the expelling forces are calculated accordingly.
Nevertheless, it should be noted that to use these additional
exclusion volumes during the MD stage, but not the carving
stage, implies that the overall area per lipid will be too small,
particularly in the vicinity of the protein interface. Thus, it is
recommended that the same objects be used also during the
initial carving of the membrane. In our example, this excludes all
but ∼15 of the lipid atoms originally within those volumes
(Figure 8C). At the end of the subsequent MD/GRIFFIN
simulation, the access pathways in CaiT are entirely clear of lipid
molecules (Figure 8D).
Performance and Portability. GRIFFIN is designed to be

a stand-alone tool; i.e., it is intended to be compatible with any
MD package, provided a minimal input/output interface. This
interface, already included in, e.g., NAMD and GROMACS,
allows for an external, accessory program (in this case GRIFFIN)
to be executed at every time step of the simulation, to which the
current coordinates of themolecular system aremade available. If
the program returns a set of atomic forces (and related quantities,
e.g., energy, virial, etc), these will be added to the main algorithm
and reflected in the simulation.

Figure 5. Progressive expulsion of phospholipid and water molecules
from the volume of the K10 rotor ring due to GRIFFIN surface forces.
(A) Number of atoms inside the protein volume, as a function of
simulation time. Themagnitude of the expelling surface forces calculated
with GRIFFIN is increased in stages, at the time points marked with
arrows. (B) Maximum depth inside the protein surface of any atom, as a
function of simulation time. Hydrogen atoms are not considered in these
or subsequent plots.
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As described previously, GRIFFIN precomputes a three-
dimensional force grid before the start of the optimization phase,
based on the membrane protein structure and its interactions
with a probe particle positioned throughout the grid. During the
GRIFFIN/MD simulation, the grid-point forces are interpolated
and scaled to yield actual atomic forces. As mentioned, the initial
force-grid calculation can be distributed among an adjustable
number of computers, by portioning the grid accordingly. The
computation of GRIFFIN atomic forces during run time can also
be parallelized, using anMPI-compatible version of the program.
As shown in Figure 9, the scalability of the atomic-force calcula-
tions is very good, especially for systems of about ∼100 000
atoms, such as the c11 ring. This scalability is, however, limited;
the limit is imposed by the time required to exchange coordinates
and forces with the MD software, which is a fixed overhead that
depends on the computing infrastructure. Nevertheless, the total
execution time, including the input/output of information, is still
significantly reduced as the number of processor increases, at
least within the range typically required. This allows GRIFFIN
optimizations to be feasible within an affordable time frame even
for very large systems such as AcrB, which comprises ∼300 000
atoms (Figure 10).

’DISCUSSION

As new technologies lead to ever-growing computational
power, and as algorithms improve in efficiency and accuracy,
molecular dynamics simulations will be increasingly capable of

providing unique insights into the molecular mechanisms of
membrane proteins. The strength of this theoretical tool—
founded on statistical thermodynamics—lies in the atomic
resolution at which the energetics and dynamics of the
molecular system is simulated. These qualities, however, also
pose a challenge in practice, as in most cases the structure of
the environment of the membrane protein of interest is not
known in atomic (or even molecular) detail. If this environ-
ment is modeled unrealistically to begin with, the results of the
subsequent calculations will be questionable, as simulations
are not designed to overcome large systematic errors. There-
fore, it is generally advisable that a simulation research project
comprises an initial stage focused not on the membrane
protein but on the optimization of its lipid and solvent
environment.

Current methodologies for preparing membrane protein
simulations fall in two classes: those in which a lipid mem-
brane is constructed around the protein of interest de novo,
and those in which an existing lipid membrane model is
somehow adapted. In the former class, one method uses a
library of lipid conformations (derived from simulations of
hydrated lipid bilayers) and progressively assembles indivi-
dual molecules at designated locations around the protein;
this is followed by a series of rigid-body rotations, translations,
and energy minimizations.10,24-27 A second methodology in
this class involves coarse-grained self-assembly simulations of
a protein-lipid-water system, to which atomic detail is
ultimately added.9

Figure 6. Effect of force redirection on the expulsion of lipid tails from the volume of the c11 rotor ring. (A-C) Several configurations of the lipids
(green sticks) in the lipid bilayer, viewed along the normal to the membrane. Hydrogen and water atoms are omitted for clarity. Snapshots are taken (A)
after carving, at t = 0 ps, and after the first stage of the GRIFFIN simulations, at t = 100 ps, either (B) without or (C) with force redirection. (D) The
maximal depth inside the protein surface of any atom, as a function of simulation time. (E) Number of atoms inside the protein volume, as a function of
simulation time. The magnitude of the forces was increased from 3.0 to 6.0 kcal/mol/Å2 (at t = 50 ps) and 9.0 kcal/mol/Å2 (at t = 100 ps). The force
redirection angle was set to 110� (see Methodology).
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In the class of adaptive methodologies, the general aim is to
embed the membrane protein structure within an existing
hydrated lipid membrane. Two recent approaches employ
coordinate scaling schemes to accomplish this. In the first of
those, the membrane is expanded by scaling up the intermole-
cular lipid distances; the protein is then inserted into the space
thus created and the membrane is recompressed gradually.11 In
the second, it is the protein structure that is compressed (onto a
one-dimensional object perpendicular to the membrane plane),
inserted into the lipid bilayer, and progressively expanded.13 A
third methodology in this class, used widely, has been to employ
the surface of the protein as a template with which to carve and
shape a cavity within the hydrated membrane system, into which
the protein itself may be then inserted.12

All these methodologies are in principle valid, but they have
different strengths and weaknesses. An advantage of the adaptive
approaches relative to the de novo methods is that they build
upon the work carried out to optimize atomic-resolution molec-
ular simulation models of lipid systems, be they single compo-
nents or mixtures, and bilayers, bicelles, or nanodiscs. By
contrast, de novo approaches require reconstruction of all of
the interactions in the system, that is, not only those between
the protein and its environment but also lipid-lipid and lipid-
water interactions. This may be an important shortcoming given
the extremely long time scales characteristic of lipid motions.

For example, lipid rotation about its long axis has a time scale of
∼100 ns.28 Additionally, the library-based approach may be too
time-consuming for large membrane proteins, unless coarse-
grained simulations of self-assembly are used, although these can
be unpredictable and are somewhat arbitrary in restoring the
atomic detail. Within the adaptive class, on the other hand, the
scaling methods are more limited than de novo approaches in the
case of complex membrane topologies, e.g., those with lipid-filled
pores or gullies. Lastly, the surface-based approach is also suitable
for any protein topology, while sharing the advantages of the
other adaptive methods. Nevertheless, in the original version of
this protocol the protein was represented by its shape alone, and
thus only nonspecific interactions between protein and its
environment could be optimized.12 Another practical disadvan-
tage of the original surface-based methodology is that it required
software from several different sources (some unsupported) and
also lacked automation.

The methodology presented here, referred to as GRIFFIN,
builds on the surface-based adaptive approach, removing its
original shortcomings and adding new features to expand its
versatility and transferability. First, the preparation of the opti-
mization stage (surface calculation, precarving of the hydrated
membrane, etc.) has been automated and integrated into a single
program. Also, it is now possible to refine the exclusion volume
defined by the protein surface by adding geometric objects,

Figure 7. Shape and electrostatic complementarity between a hydrated lipid bilayer and the surface of the c11 rotor ring. (A) GRIFFIN-optimized
interfaces between lipid (spheres) and protein (orange surface; basic and acidic residues in blue and red, respectively), after an extended GRIFFIN setup
of the c11 ring. The system is viewed along the plane of the membrane at a cross section-through the center of the protein. Water molecules are omitted
for clarity. (B) Same view as in (A), for an analogousGRIFFIN simulation inwhich only volume-exclusion forces were included. Note how the absence of
electrostatic and van der Waals interactions with the protein causes the lipids in the inner pore to separate, driven by the gain in hydration by the
surrounding waters. (C) Coulombic energy associated with interactions between charged side chains and lipid head groups, during the simulations in
(A) and (B), shown as a function of simulation time. Note that no electrostatic complementarity develops when only volume-excluding forces are used.
(D) Specific interactions between lipid head groups and charged side chains on the protein surface, in both the interior and the exterior of the ring,
formed during the simulation in (A). The interaction distances, e.g., between amino and phosphate groups, approximately correspond to a hydrogen
bond (<3.5 Å).
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designed to be used as molecule type specific exclusion regions,
e.g., for water-accessible pathways (as in CaiT; Figure 8) or
lipid-filled cavities (as in AcrB or the c rings). In the actual
optimization phase, which continues to involve a series of MD
simulations, GRIFFIN now considers electrostatic and van der
Waals interactions between protein and the hydrated mem-
brane, alongside the expelling surface forces (Figures 2 and 3).
These result in a much improved complementarity between
the protein and its lipid and water environment, especially
when the optimization is carried out gradually (Figure 7). This
implies that subsequent simulations of the system will be more
realistic and efficient. A lattice-based approach replaces the

original particle-based algorithm to meet the additional com-
putational requirements due to the calculation of physical
interactions during run time. To this end, a three-dimensional
force grid including physical and exclusion forces is precom-
puted once, based on the protein structure (Figure 2). This
implicit force field is overlaid on the explicit hydrated lipid
membrane during the MD-based optimization; GRIFFIN thus
derives actual atomic forces from the force grid at every step of
the MD simulations and makes them available to the under-
lying MD engine (Figure 3F). Moreover, the code for the
calculation of both the initial force grid and the time-depen-
dent atomic forces is now written in Cþþ and parallelized; the
scalability of the GRIFFIN force calculations is very good
within the range of processor counts required in typical
applications (Figure 9).

A practical caveat of the original surface-based method12 was
its limited compatibility, as it was integrated with a version of the
MD software GROMACS that eventually became outdated.
Therefore, the methodology has not been available to users of
the recent versions of GROMACS or other MD packages.
(Incidentally, lack of transferability among MD programs is a
common limitation of the existing membrane-embedding meth-
ods mentioned above.) GRIFFIN, by contrast, is designed to be a
stand-alone tool; it will work with anyMD software that provides
a minimal input/output (I/O) interface. This interface must be
able to write out the coordinates of the explicit membrane system
at every step; to execute a user-defined system command, e.g., to
run GRIFFIN; and finally to read in and append a set of atomic
forces (and related physical quantities) to the underlying MD
algorithm. This procedure is clearly not optimal in terms of
computational performance; however, as we have shown, the actual
I/O overhead is not critical in practice even for systems of
g100 000 atoms (Figure 9). Nevertheless, ongoing improve-
ments are focused on the I/O protocol (and also on, e.g.,
memory management) since transferability is, in our view,
paramount. At the present time, GRIFFIN can be readily
employed alongside both NAMD 2.715 and GROMACS v4.16

GRIFFIN and related materials will be made publicly available

Figure 8. Use of geometric lipid-exclusion volumes to clear the aqueous substrate-access pathways in CaiT during GRIFFIN carving and MD
simulations. The number of lipid atoms within three 22-Å-diameter spherical objects (spheres), positioned to encompass the access pathway in each of
the three protomers, is plotted as a function of simulation time. Three cases are considered depending on whether the spherical exclusion volumes are
used during the carving and the MD simulation stages. (A-D) The configuration of the lipid bilayer is depicted for (A) the precarved bilayer without
objects; (B) at the end of the subsequent GRIFFIN/MD simulation, also without objects; (C) for the bilayer carved with objects; and (D) after
subsequent GRIFFIN/MD simulations also using objects.

Figure 9. Performance and scalability of GRIFFIN, as a function of the
number of processor-cores used. Calculation times per step are plotted
for two membrane protein systems, namely the c11 ring and AcrB; both
are embedded in a POPC membrane, comprising ∼80 000 and
∼320 000 atoms, respectively. Actual timings are shown with (ttotal)
and without (ttotal- tio) the overhead imposed by the input/output (i.e.,
coordinate/forces) exchange with the main MD program (dashed lines,
symbols). These are compared with timings assuming ideal scalability
relative to a two-core calculation (solid lines).
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for academic users at www.faraldolab.org and www.forrestlab.
org.

’CONCLUSIONS

We have introduced a versatile and efficient methodology to
prepare molecular dynamics simulations of membrane proteins,
specifically aimed at optimizing the interface between the protein
structure and its lipid environment. This methodology, based on
a new grid-based simulation tool named GRIFFIN, is uniquely
suited for membrane proteins of intricate topologies and irre-
gular interfaces, such as those increasingly found among channels
and transporters. Another advantage of GRIFFIN is that it builds
upon already optimized simulation models of lipid-solvent
systems, be they simple homogeneous bilayers, multicomponent
membranes, or even nanodiscs. Lastly, GRIFFIN is a stand-alone
tool that is designed to work alongside any existing molecular
dynamics package, such as NAMD or GROMACS.
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ABSTRACT: Eukaryotic RNA polymerase II (RNAP II) transcribes the DNA into mRNA. The presence of twometal ions (usually
Mg2þ) and conserved aspartate residues in the active sites of all nucleic acid polymerases led to the adoption of a universal catalytic
mechanism, known as the “two metal ion catalysis”. In this scheme, it is assumed that the coordination shell of Mg2þ (geometry,
number, and identity of the ligands) is basically the same for all of the enzymes, despite the significant differences in sequence and
structure commonly found inmultisubunit RNA polymerases versus single-subunit RNA polymerases andDNA polymerases. Here,
we have studied the catalytic mechanism of RNAP II and found very interesting variations to the postulated mechanism. We have
used an array of techniques that included thermodynamic integration free energy calculations and electronic structure calculations
with pure DFT as well as hybrid DFT/semiempirical methods to understand this important mechanism. We have studied four
different catalytic pathways in total, resulting from different combinations of proton donors/acceptors for the two proton transfers
experimentally detected (deprotonation of the 30 hydroxyl of the terminal nucleotide (HORNA) and protonation of pyrophosphate).
The obtained data unambiguously show that the catalytic mechanism involves the deprotonation of HORNA by a hydroxide ion
coming from the bulk solvent, the protonation of pyrophosphate by the active site His1085, and the nucleophilic attack to the
substrate by O�

RNA. The overall barrier is 9.9 kcal/mol. This mechanism differs from those proposed in the identity of the general
acid. The deprotonation of the HORNA and the transition state for the nucleophilic attack are similar to some (but not all) of the
family members.

1. INTRODUCTION

Two different evolutive solutions have emerged for transcrip-
tion: The first corresponds to a large family of multisubunit
RNAPs, which includes bacterial enzymes and eukaryotic nuclear
enzymes (RNAP I, RNAP II, and RNAP III), among others. The
second involves single-subunit RNAPs that include enzymes
from bacteriophages, such as T7 RNAP, among others. Single-
subunit RNAPs share a strong structural homology to DNA
polymerases (DNAPs).

This work deals with RNAP II, which is the multisubunit
eukaryotic RNA polymerase responsible for the transcription of
the genomic DNA into mRNA in eukaryotic cells. It consists of a
10-subunit catalytic core and a heterodimeric Rbp4/7 subcomplex.
The active site is located in the interface between the core subunits
Rpb1 and Rpb2 and contains twoMg2þ ions (Figure 1). According
to Wang et al. for RNAP II, one is a persistently boundMg2þ (the
catalytic magnesium,MgA

2þ).1 The secondMg2þ (the nucleotide-
binding magnesium, MgB

2þ) is only found in the transcribing
complex with the substrate. There is not a general mechanism for
how Mg2þ binding happens during the catalytic cycle of poly-
merases, and such a general mechanismmay not exist at all. In fact,
for DNA polymerase β, both ions are believed to leave the active
site after the catalytic reaction and to re-enter for the new cycle.

The ions are held in place through coordination to four
aspartates (Asp481, Asp483, Asp485, and Asp837) and the
triphosphate of the substrate.1 The enzyme has a very flexible
motif at the active site (the trigger loop) that closes the active site
upon substrate (NTPs) binding.1

The four-step cyclic process of nucleotide addition first
involves the selection of a specific NTP. This occurs in two

phases, with an initial binding to the entry site, in an inverted
orientation, followed by rotation to the nucleotide addition site,
for pairing with the complementary template DNA. In the
second step, the very flexible trigger loop suffers a conformation
change and closes the active site. The catalyzed phosphodiester
bond formation follows, and finally, translocation finishes
the cycle.

The reaction mechanism is postulated to be common to all
nucleic acid polymerases. It involves a nucleophilic attack by
ORNA

� to the phosphorus atom of the R phosphate of the
substrate (PR), forming a new phosphodiester bond and releas-
ing pyrophosphate (PPi; see Schemes 1 and 2). For this reaction
to be accomplished, two proton transfers must also take place:
HORNA must be deprotonated, and PPi must be protonated, as it
is known to be released in the monoprotonated form.2,3 The
general scheme does not explain the first proton transfer. The
protonation of PPi is also not addressed in the general two ion
catalytic scheme. Therefore, theHORNA proton acceptor and PPi
proton donor are presently unknown. Three hypotheses are
advanced for the identity of the base that deprotonates HORNA in
DNA polymerases (DNAPs). The first corresponds to a suitable
protein residue, namely, the catalytic triad Asp closer to the DNA
terminus.4�6 In RNAP II, it corresponds to Asp485. In the
second hypothesis, the base is one of the two nonbridging
R-oxygens of the substrate (OR).7,8 The third hypothesis is a
HO� ion coming from the bulk solution (the external HO�

hypothesis).6,9,10 This last hypothesis was first proposed for the
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exonuclease reaction of DNA polymerase I11 and later by Fl�orian
et al.6 for the polymerization reaction by T7 DNA polymerase.
Fl�orian et al. estimated that the free energy required for the
hydroxide to deprotonate the HORNA at neutral pH was in the
range of 1.5�3.0 kcal/mol.10 On the basis of the similarity
between the active sites of RNAP II and DNAPs, it seems logical
to consider the same hypothesis for the deprotonation of
HORNA.

Recently, the protonation of the leaving PPi by a protein
residue was proposed.2 This assumption was based on a proton-
inventory experiment. The data were consistent with a model in
which more than one proton transfer occurred during a nucleo-
tidyl transfer reaction. Subsequently, to check this hypothesis,

nucleotide incorporation rates were measured for four represen-
tatives of the four classes of nucleic polymerases (the RNA-
dependent RNA polymerase from poliovirus (PV), the reverse
transcriptase (RT) from human immunodeficiency virus type 1,
the DNA-dependent DNA polymerase from bacteriophage
RB69, and the DNA-dependent RNA polymerase from bacter-
iophage T7). It was concluded that the polymerases employ a
general acid catalysis mechanism for nucleotidyl transfer. Im-
portantly, the general acid is not absolutely essential but provides
a 50�2000 fold rate enhancement depending upon the poly-
merase evaluated.3 Multisubunit RNA polymerases contain a
histidine in the trigger loop that can serve as a general acid.1

ChangingHis1085 to Tyr reduces the rate of catalysis by an order

Figure 1. The RNAP II structure. (A) The overall complex protein. DNA.RNA.substrate. (B) The same structure with the Rbp-2 deleted so that the
active site (VDW representation) and DNA.RNA hybrid can be seen. (C) The atoms of the active site included in the DFT calculations. Each model
contains the substrate (GTP); the 30 terminal nucleotide of the RNA chain; the two magnesium ions; the aspartates 481, 483, 485, and 837; the
protonated histidine 1085; the arginines 446, 766, and 1020; and Lys967. Some of the models also included a HO� ion. Most of the hydrogen atoms
were deleted in the figure for simplicity.
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of magnitude without changing the observed affinity for the
nucleotide substrate,12 which is fully consistent with the above-
mentioned results and points to His1085 as a candidate for the
role of acid in the general acid catalysis mechanism.

The two active site Mg2þ ions participate actively in catalysis.
The two-metal ion catalysis scheme was first described 20 years
ago, upon the determination of the crystallographic structure of
the exonuclease active site of DNA polymerase I.13 The hypoth-
esis was later applied to RNA splicing, hydrolysis of tRNA by
RNase P, and several DNA polymerases.14,15 All of these
mechanistic proposals were essentially based on the observation
of the crystallographic structures of the mentioned enzymes.
MgA

2þ is thought to orient and activate the nucleophile (here,
HORNA). Activation is achieved through the lowering of the pKa

of the nucleophile, facilitating its deprotonation. MgB
2þ is

thought to stabilize the negative charge that develops in the
postulated pentacoordinated transition state and facilitate the
leaving of PPi.14

If these mechanisms are correct, this would be a clear case of
convergent evolution. A myriad of structurally unrelated en-
zymes, involved in phosphoryl transfer reactions, would employ
the same two-ion mechanism to accomplish their roles.

The ions seem to be essential for substrate recognition and for
the greater specificity of the enzymes. The reported distance
between the metal ions in most polymerases is around 4 Å.
However the positions and distance of the metals may change at
each reaction step due to differences in the coordination
environment. Yang et al. hypothesized that the conformation
with the metals separated by 4 Å should represent a “resting
state” and that during the reaction MgA

2þ should move toward
MgB

2þ, bringing the nucleophile within striking distance for
phosphoryl bond formation.16 The approximation of the Mg2þ

ions could also better neutralize the developing negative charge
on the pentacovalent intermediate.16

The purpose of the present study is to identify the elementary
steps that constitute the catalytic pathway, quantifying the
activation barriers and reaction energies, characterizing the
transition states, and finally elucidating and understanding the
mechanism by which RNAP II catalyzes the biosynthesis of
the mRNA.

To fulfill our goal, we have used several techniques, namely
molecular dynamics (MD), thermodynamic integration (TI) free

energy calculations, density functional theory (DFT), and hybrid
quantum mechanics/molecular mechanics (QM/MM) meth-
ods, more precisely DFT:PM3MM.

We have explored four different mechanistic hypotheses that
differed mostly in the proton transfer reactions. The results
allowed for the identification and understanding of the catalytic
mechanism of RNAP II, which is in fact different from those
proposed in the literature as far as the identity of the general acid
is concerned. Furthermore, the protonation of the HORNA and
the transition state for the nucleophilic attack are similar to some,
albeit not all, of the family members.

2. METHODOLOGY

2.1. Molecular Dynamics. The molecular dynamics simula-
tions were performed with the GroningenMachine for Chemical
Simulations, version 4, Gromacs 4, with the amber99 force field
[11].
The models were built using the coordinates of the crystal-

lographic structure of RNAP II from S. cerevisiae with PDB code
2E2H.1 This structure is the most recent structure of RNAP II
with the substrate at a lowMg2þ concentration. The resolution is
3.95 Å, which is far from excellent but is accurate enough for the
study conducted here. Themissing loops weremodeled resorting
to the structures 2NVZ and 2E2I.
The full enzyme was first neutralized by adding 83 Naþ ions

and solvated in a cubic box with 181 875 waters (which corre-
sponds to a distance of at least 10 Å besides the protein atoms).
The geometry was optimized with 400 steps of steepest descent
minimization. All subsequent simulations were carried out in the
NTP ensemble with periodic boundary conditions. The Berend-
sen temperature coupled with velocity rescaling was employed to
maintain a constant temperature at 300 K. The pressure was kept
constant at 1 atm with a Parrinello�Rahman barostat. Isotropic
position scaling was used to maintain the pressure with a
relaxation time of 0.5 ps. The particle mesh Ewald (PME)
method was employed to compute the electrostatic interactions
with a cutoff of 0.8 nm. LINCS constraints were applied to all
bonds involving hydrogen. The time step was 0.002 ps. The
trajectory was saved every 1 ps. We performed a total of 50 ps of
equilibration and 20 ns of a production run.

Scheme 1. The Position of the Mg2þ Ions in the MD Simulations (A) and in the Two Metal Ions Catalysis Scheme (B)
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2.2. QMModels. The models included all species relevant for
the mechanism, i.e., the substrate (GTP); the 30 terminal
nucleotide of the bound RNA; the two Mg2þ ions; the catalytic
triad (Rpb1-Asp481, 483, and 485); the side chain of Asp837 up
to the β carbon (which is also in the coordination sphere of
MgB

2þ); the side chain of His1085 from Rpb1 (which may act as
a general acid in the mechanism); and the side chains of Arg446,
Arg766, Arg1020, and Lys967 from Rpb2. These latter residues
were included because they engage in H bonds with the oxygen
atoms of the triphosphate (Figure 1). A HO� ion was also

included when its participation in the catalytic cycle was
hypothesized. The models included 226 atoms in total (228
with HO�). The total charge of the models was 0 in the cases
where the HO� was included and þ1 in the remaining.
The calculations were done with Gaussian 03. We have used

the ONIOMmethod to optimize the geometries. We have used a
QM/QM methodology with the high level layer treated with
DFT and the remaining with PM3MM. In these instances, the
charge transfer is accounted for at the lower level of theory. The
subtractive ONIOM method has the same limitations of any

Scheme 2. Intramolecular Proton Transfer Followed by Nucleophilic Attack (HYP1), the External HO�Hypothesis (HYP2), the
Transfer of theHORNA Proton to anHO�Coordinated toMgA

2þ (HYP3) and the Transfer of theHORNA Proton to the Conserved
Protein Residue Asp485 (HYP4)
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other additive hybrid method within this application, which are
related to the less accurate description of the lower level region
and interactions between layers. These limitations were greatly
alleviated in the final energy calculations, which were done with
the full system described at a high level (DFT).
The higher level layer contains the triphosphate of the

substrate (GTP), the ribose of the RNA, the two magnesium
ions, the δ carbon and the two δ oxygens of the four aspartate
residues, His1085 (this last in all cases except in the study of
HYP1, as the His here does not participate in the reaction), and
the HO� ion.
A recent study17 has shown that MPWB1K was the most

accurate functional for the description of the hydrolysis of
phosphodiester bonds. In the same study, it was concluded that
the geometries calculated with B3LYP have negligible differences
in relation to the MPWB1K geometries. Concerning the en-
ergies, B3LYP was shown to overestimate the barriers by 2.94
kcal/mol and overestimate the reaction energies by 2.02 kcal/
mol; given such small differences and the precise knowledge of
the inaccuracies involved, we opted to use B3LYP, as this
functional is much more numerically stable than the ones that
explicitly depend on the kinetic energy density. Numeric stability
is crucial in facilitating calculations in a system of this size.
The geometries were optimized at the ONIOM (B3LYP/6-

31G(d):PM3MM) level. The energies were calculated with the
whole model at the DFT level (B3LYP/6-311þþG(2d,2p)).
This combination of theoretical levels has been shown in the past
to provide geometries and energies accurate enough for the
purpose in mind.18,19 All stationary points were optimized with-
out constraints.
Frequency calculations were carried out, with the resulting

number of imaginary frequencies confirming the nature of the
stationary points. The zero point energy and the thermal and
entropy contributions for the Gibbs free energy were calculated
at the same theoretical level. The electrostatic effect of the
remaining protein was accounted for using a dielectric conti-
nuum (PCM) with a dielectric constant of 4.
Although the active site of the X-ray structure of RNAP II of

Wang et al.1 (with the substrate before the addition) is similar to
some of the reported active sites of DNAPs,6,9,20 there are some
important differences. The most striking is that MgA

2þ is not
positioned between HORNA and the substrate OR, but instead
well above PR (Figure 1).
2.3. Thermodynamic Integration. We have simulated the

transfer of a HO� ion from bulk solvent to the protein active site.
This was done with the thermodynamic integration (TI) tech-
nique, through the annihilation of the ion in bulk solvent and
creation of the ion in the proper active site place. The process was
carried out in two separate stages, neutralization of the atomic
charges and annihilation of the van der Waals parameters. Due to
the large size of the enzyme, we have used a sphere with a radius
of 25 Å, centered in the HORNA group.
The TI method allows for computation of the free energy

difference between two states by gradually transforming the
initial state into the final state. The parameter λ represents the
state of the system along the transformation (eq 1):

ΔGTI ¼
Z 1

0

DHðλÞ
Dλ

� �
λ

dλ ð1Þ

H(λ) is the Hamiltonian for state λ. λ equals zero for the initial
state and 1 for the final state. The brackets represent an ensemble

average. As the exact calculation of ΔGTI would require an
infinite number of ensemble averages for λ, ranging continuously
from 0 to 1, the following approximation is employed:

ΔGTI ¼ ∑
i

DHðλÞ
Dλ

� �
λ

Δλi ð2Þ

The transformation simulated here (the annihilation of HO� in
aqueous solution and the creation of HO� in the active site) was
performed in two stages with nine λ points each. The first stage,
λ = 0.1, corresponds to the HO� ion in water (or in the active
site), and λ = 0.9 corresponds to the ion at the same place but
without atomic charges (neutralization). In the second stage, we
started from the neutral ion (λ = 0.1) and gradually reduced its
van der Waals interactions until λ = 0.9, where the ion was fully
annihilated. At each λ point, we have performed 500 steps of
steepest descent minimization, followed by 50 ps of equilibration
and 200 ps of a production run. The whole calculation was 4.5-
ns-long.

3. RESULTS AND DISCUSSION

Before discussing in detail the mechanistic pathways that we
have explored, we will give an overview of the experimental and
theoretical backgrounds that made us assume the specific co-
ordination shells of MgA

2þ used here. In the crystallographic
structure of RNAP II, MgA

2þ is pentacoordinated and MgB
2þ is

tetracoordinated. However, these coordination shells must be
interpreted with caution, as the terminal RNA nucleotide misses
the HORNA group (to prevent the attack to the substrate).
Therefore, the RNA is necessarily unbound from the MgA

2þ.
This is a general limitation present in all crystallographic files of
RNAPs and DNAPs. All of those that contain RNA or DNA and
the respective substrate must contain a chemical modification to
prevent the reaction, usually the deletion of the 30 hydroxyls of
the terminal RNA or DNA nucleotides. This modification
influences the metal coordination shell. Therefore, it has not
been possible to show if many of these enzymes (and specifically
RNAP II) indeed have the HORNA bound to MgA

2þ at the
beginning of the cycle.

Several experimental and computational studies give support
for a coordination number for Mg2þ in the range of four to six.21

In aqueous solutions, Mg2þ was almost always observed hex-
acoordinated. In 1999, gas phase electrospray ionization experi-
ments revealed two different [Mg(H2O)6]

2þ isomeric forms.22

DFT calculations have shown that in one of these forms Mg2þ

had a pentacoodinated structure, with the sixth water molecule in
the second coordination shell. Pentacoordinated catalytic Mg2þ

ions were also observed in the X-ray structures of Mg2þ contain-
ing enzymes such as the Klenow fragment of DNA polymerase
I,13 the ε subunit of E. coli DNA polymerase,23 the SRP GTPase
Ffh,24 ribonuclease H,25and tryptophanyl-tRNA synthethase.26

In a DFT study on the influence of the identity of the ligands
on the coordination number of Mg2þ, Kluge and Weston found
that the presence of one hydroxide ligand triggers a change from
the typically observed octahedral geometry to a trigonal bipyr-
amidal geometry (with five ligands).27 When two hydroxide ions
are present, the tetrahedral coordination geometry is preferred.
However water, carboxylate, or ammonia ligands were not able to
change the preference of Mg2þ for the octahedral geometry.
Kluge andWeston pointed out that the reason for this preference
is electrostatic. However they were unable to find out the actual
reasons why HO� stabilizes the pentacoordinated geometry.
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Consequently, other highly charged ligands such as the tripho-
sphate of GTP may also induce a pentacoordinated geometry.

We have performed MD simulations on complexes of RNAP
II with RNA/DNA and the substrate in explicit solvent. We have
performed three MD runs, two of them without any constraint
(besides the bond lengths involving hydrogen atoms). In both of
these runs, the relative positions of the magnesium ions have not
changed in relation to the X-ray structure: MgA

2þ is maintained
close to the oxygens of PR, andMgB

2þ is kept between Pβ and Pγ
oxygens.

In the third run, we constrained the position of specific atoms
to obtain the configuration that is considered to be more typical
for two metal ion catalysis in other enzymes: (i) The distance
between the RNA terminus and the MgA

2þ was constrained to
2 Å. (ii) The distance between the twometal ions was kept at 4 Å.
(iii) We placed one Mg2þ on each side of oxygen 1R (oxygen of
the sicille phosphorus).

We ran the constrained simulation for 1 ns. Afterward, we
released the constraints and ran the simulation for an additional
20 ns. When we released the constraints, the atoms changed
almost immediately to positions very similar to the ones in the
simulations without constraints.

One of the possible explanations for the particular cofactor
arrangement in this enzyme is that the active site contains four
negative Asp residues (not three Asp/Glu as in DNA poly-
merases). The position of the Mg2þ ions in the two-metal-ion
catalysis scheme would create a charge imbalance at Pγ, due to
the additional Asp present in RNAP (please see Scheme 1B). For
that reason, it can be easily understood that the Mg2þ ions adopt
the positions reported in Scheme1A in all simulations.

After making conclusions about the positions of the Mg2þ

ions, we then wanted to check the position of the HORNA in
relation to MgA

2þ since this was not clear from the MD
simulations. In some simulations, the HORNA was strongly
coordinated to MgA

2þ and in others was weakly coordinated.
We started the DFT study with a structure in which the HORNA

was in the first coordination shell of MgA
2þ (i.e., strongly

coordinated—CHECK model; see Scheme 3). Such a model is

apparently more consistent with the two metal ion catalysis
scheme, in which MgA

2þ orients and activates the nucleophile by
lowering its pKa, facilitating the subsequent deprotonation.

14,15

The closer the HORNA is to MgA
2þ, the more easily this group

will be deprotonated because the MgA
2þ provides a greater

stabilization to the product O�
RNA. However, in the subsequent

step of that mechanism, this very stable anionic product must
unbind from MgA

2þ to attack the substrate, and it is far from
obvious that the energetic price for this step would be smaller
than the advantage gained in the previous one.

In our DFT calculations, all attempts to attack the substrate
starting from a structure with theHORNA strongly coordinated to
MgA

2þ have been unsuccessful. There is no stationary point with
the HORNA deprotonated and bound to MgA

2þ and its proton
bound to any of the bases close by (Asp486 or OR). Transfer of
the proton to these bases leads to nonstationary points with
energies of 17.0 and 16.8 kcal/mol above the unbound form.
Moreover, the movement of the HORNA toward the substrate PR
causes the unbinding of the HORNA from MgA

2þ, with a
simultaneous decrease in energy, up to a minimum (stationary
state) very similar to our DFT model structures in which the
HORNA is weakly coordinated to MgA

2þ. Therefore, the model
rearranges and converts spontaneously into the weakly coordi-
nated model, during the movement of the magnesium-bound
HORNA toward the PR (for nucleophilic attack).

We concluded that the structure with the HORNA bound to
MgA

2þ was outside the catalytic pathway, and therefore we
concentrated subsequently on the structures that start with the
HORNA weakly coordinated toMgA

2þ. These will be discussed in
detail.

The most straightforward hypothesis (HYP1, Scheme 2) is a
proton transfer from HORNA to OR. In this case, the deprotona-
tion of the attacking nucleophile and protonation of the leaving
group is achieved without the intervention of any additional
group. The other three studied pathways (Scheme 2) correspond
to the external HO� hypothesis (HYP2), the transfer of the
HORNA proton to an HO

� coordinated to MgA
2þ (HYP3), and

the transfer of the HORNA proton to the conserved protein
residue Asp485 (HYP4). In all of these last three hypotheses, we
found that protonation of the leaving group could be achieved by
His1085. The external HO� hypothesis resulted in the most
feasible mechanism for RNAP II.
3.1. Intramolecular Proton Transfer Followed by Nucleo-

philic Attack (HYP1). This hypothesis of a mechanism begins
with the transfer of the HORNA proton to the OR atom. We have
started with this case because it includes the two proton transfer
reactions in a very straightforward way. The substrate OR would
act first as a base, deprotonating HORNA, and then act as an acid,
protonating the leaving PPi (substrate assisted catalysis). We
have also tested the influence of the basis set used in the
calculations in this specific reaction pathway.
The direct transfer of the HORNA proton to the OR atom

from the reactants (R) does not lead to a stationary point
(the protonated OR atom lies 25.1 kcal/mol above the
reactants, Figure 2). However, upon rearrangement of the
H�O1R�PR�O50 dihedral (such that this group engages in a
hydrogen bond with an Oγ atom), we found a stationary state
with the proton transferred to the OR atom (structure IdRNA in
Figure 2). IdRNA lies 24.9 kcal/mol above the initial reactants.
The distance between ion O�

RNA and atom PR is 3.36 Å, and the
distance between atom PR and the ether oxygen atom of the
scissile bond (O3β) is 1.62 Å .We have not located the transition

Scheme 3. The CHECK Model
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state between R and IdRNA because the energy barrier for the
subsequent steps of this pathway is too high tomatch the enzyme
kinetics, as will be seen below. The transition state for the
nucleophilic attack of ion O�

RNA to the PR atom (TSnuc,
Figure 3) is directly connected to IdRNA and has an energy of 10.1
kcal/mol above that of the reactants (Figure 2). The bond
between ion O�

RNA and the PR atom is being formed (2.14 Å),
and the bond between the PR and the O3β atoms is starting
to break (1.73 Å). Decay from TSnuc leads to structure I2, a
pentacoordinated intermediate. In this structure, the O�

RNA 3 3
3 PR distance is 1.75 Å and the PR 3 3 3O3β distance is 1.80 Å. I2 is
13.1 kcal/mol above R. Elimination of PPi (the leaving group, lg)
proceeds through a second transition state TSlg, 11.5 kcal/mol
above R. In TSlg (Figure 3), the O3β atom is moving away from
the PR atom and starting to form a bond with the proton of the
OR atom. The O�

RNA 3 3 3 PR distance is now 1.65 Å, and the
PR 3 3 3O3β distance is 2.48 Å. Finally, the products (P) corre-
spond to the protonated PPi and the substrate incorporated in
the RNA chain. The products are 13.1 kcal/mol below R. The
new phosphodiester bond (ORNA

��PR) has a bond length of
1.65 Å, and the O3β atom of PPi has moved 3.40 Å away from the
PR atom. Figure 3 shows a detail of the two transition states
discussed in the text. To complete the catalytic cycle, the PPi
must subsequently leave the active site, and RNA must translo-
cate one base pair away from the active site. The reaction is
exoenergetic, as expected, as we are breaking a highly energetic
bond (Figures 2 and 3). The energy barrier between the reactants
(R) and the highest point along the pathway (TSnuc) amounts to
34.9 kcal/mol, which is clearly too high for an enzymatic reaction.
The turnover number for the enzyme is 0.16 s�1, from which a
rate-limiting barrier of 18.1 kcal/mol can be derived. Conse-
quently, regardless of whether the rate limiting step of the
reaction is the conformational transition (trigger loop closing)
or the chemical step, any of the associated barriers must lie below
(or be equal to) 18.1 kcal/mol.
When dealing with negatively charged systems (such as this

one), the use of diffuse functions is highly recommended. To be
on the safe side we decided to reoptimize the structures using a

triple-ζ basis set with diffuse functions and extra polarization
functions, namely, 6-311Gþþ(2d,2p) (Figure 2). A comparison
of the three energy profiles shows that the B3LYP/6-311Gþþ-
(2d,2p)//B3LYP/6-31G(d) curve represents a good compro-
mise between PES accuracy and computational time. The smaller
basis set identifies the pentacoordinated species as a transient
short-lived intermediate. When the PES is calculated at the
B3LYP/6-311Gþþ(2d,2p)//B3LYP/6-31G(d) level, the en-
ergy of the second transition state becomes lower than that of
the pentacoordinated intermediate, giving rise to a profile
equivalent to the B3LYP/6-311Gþþ(2d,2p)//B3LYP/6-
311Gþþ(2d,2p) PES.
As the activation and reaction energies obtained for the

nucleophilic attack with this computational methodology were
small (10.1 kcal/mol at the B3LYP/6-311Gþþ(2d,2p)//
B3LYP/6-31G(d) level), we were motivated to search for
alternative residues that could deprotonate the HORNA more
efficiently, eliminating the high barriers associated with this step.

Figure 2. Potential energy surfaces for the HYP1 pathway calculated
with different basis sets. Blue, B3LYP/6-31G(d)//ONIOM(B3LYP/
6-31G(d):PM3MM); red, B3LYP/6-311þþG(2d,2p)//ONIOM
(B3LYP/6-31G(d):PM3MM); green, B3LYP/6-311þþG(2d,2p)//
ONIOM(B3LYP/6-311þþG(2d,2p):PM3MM). As can be seen, the
shape of the PES is the same whenever the optimization is done with the
smaller or larger basis sets, as long as the final energies are calculated with
the larger basis sets.

Figure 3. A detailed illustration of the structures of TSnuc and TSlg for
HYP1. TSnuc (A) is the transition state related with the nucleophilic
attack of O�

RNA to PR. TSlg (bottom) is the transition state associated
with proton transfer to PPi and elimination of the PPi from the
pentacoordinated complex. Relevant distances and Mulliken atomic
charges q are shown.
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3.2. The External HO�Group hypothesis (HYP2). This
hypothesis assumes that the proton of the HORNA group is
abstracted by a HO� ion coming from bulk solution. Therefore,
one of the protein residues must protonate the PPi. The only
residue that is appropriately positioned and has the adequate
acidic character near the triphosphate of the substrate is His1085.
In the reactants (R), we have included a HO� ion establishing
hydrogen bonds with both the 20HO and the 30HO of the RNA
terminus. This position was chosen because it is the only
stationary point we could find close enough from the HORNA

group for an efficient deprotonation.
To measure the energy involved in transferring a HO� ion

from the bulk solvent to the active site, we needed to calculate the
free energy of transfer and correct it for the nonstandard state
associated with the low concentration of the ion at physiological
pH. A preliminary search for the most stable and catalytic
competent positions for the HO� ion showed us that the correct
place for the HO� ion was doubly hydrogen bonded to both
the hydroxyl groups of the terminal RNA, between them and
the Mg2þ ion. This position is the most stable one that obeys the
requisite of having the hydroxyl ion hydrogen bonded to the
HORNA that will be deprotonated.
The free energy of transfer between the two media (bulk

solvent and active site) was accounted for by a classical molecular
dynamics thermodynamic integration and resulted in �4.20 (
0.52 kcal/mol. The gain in water�water interactions and the
strong interactions between the ion and the terminal RNA make
this step favorable. However, in reality, the ion is present in
the system at a much lower concentration of 10�7 mol 3 dm

�3.
The translational entropy lost in the confinement of the ion from
its volume in bulk solution to a volume of 1�3 water molecules
(the volume in which it can move without disturbing the two
hydrogen bonds) is known to be 12.4 �11.7 kcal/mol, respec-
tively. This value is not very sensitive to the exact volume of
confinement. Taking the volume of three water molecules as a
reference, we end up with a cost ofþ7.5 kcal/mol for bringing a
HO� ion from bulk solution to the active site, hydrogen bonded
to the HORNA group and ready for deprotonation.
In R, the hydrogen bonds have a length of 1.90 Å and 1.62 Å

from the 20HO and 30HO (i.e., HORNA) groups. The distance
between the HORNA group and the PR atom is 3.48 Å. The
barrier for deprotonation is so shallow that we were not able to
optimize it. Each time we tried, the system decayed to IdRNA, in
which the HORNA proton is transferred to the HO� group and
the hydrogen bond with the 20HO is broken. The distance
between the O�

RNA ion and the new water molecule is 1.54 Å.
The O�

RNA ion is now at 3.37 Å from the PR atom. IdRNA lies 4.9
kcal/mol below R. The proton transfer is energetically favorable
(Figure 5). In the second step, the ε2 proton from the positively
charged His1085 (Hε

þ) is transferred to the O1β atom of the
triphosphate through the transition state TSlg (Figure 4). The
distance between the protonHε

þ and theO1β atom is 1.43 Å, and
the His1085 Nε 3 3 3H

þ
ε distance is 1.16 Å. The reaction barrier

for this proton transfer is 7.2 kcal/mol. The order of the two
proton transfers may be interchanged; i.e., the protonation of PPi
may occur prior to deprotonation of the HORNA group. This will
depend on the kinetics of diffusion of the HO� ion into the active
site. After the proton transfer (structure Ilg), the distance
between O�

RNA and PR is 3.06 Å. Subsequently, O
�
RNA attacks

PR via a pentacovalent transition state (TSnuc) with an associated
reaction barrier of 9.1 kcal/mol (Figure 4). In TSnuc, the distance
between O�

RNA and PR is 2.17 Å, and the distance between the

PR and O3β atoms amounts to 1.92 Å. This TS is very similar to
the one for nucleophilic attack in HYP1. The energy of TSnuc in
relation to its reactants is 9.1 kcal/mol compared with the 10.5
kcal/mol of HYP1. The distance between O�

RNA and PR is 2.14
Å in HYP1 and 2.17 in HYP2, and the distance between the PR
and O3β atoms amounts to 1.73 Å in HYP1 and 1.92 Å in HYP2.
Finally, in the product (P), the distance between the PR and O3β

atoms increases to 3.70 Å, and the bond between PR and O
�
RNA

is fully formed (1.68 Å). The product is 15.7 kcal/mol below
TSnuc and 13.3 kcal/mol below R, as expected, since we
are breaking a highly energetic phophodiester bond (Figure 5).

Figure 4. Structures of the transition states for hypothesis HYP2. TSlg
(top) is the transition state related with the proton transfer between
His1085 and the Oβ atom of the substrate triphosphate. TSnuc (bottom)
is the transition state associated with the nucleophilic attack of O�

RNA to
PR. Relevant distances and Mulliken atomic charges q are shown.
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In total, starting from the hydroxyl ion in solution, the rate-
limiting free energy barrier (the nucleophilic attack) amounts to
9.9 kcal/mol, and the reaction free energy corresponds to �5.8
kcal/mol.
3.3. Deprotonation by a HO� Bound to MgA

2þ and
Protonation by His1085. A third hypothesis (HYP3) involves
an initial proton transfer from the HORNA to a hydroxide ion
bound to MgA

2þ (instead of a free HO� ion coming from the
bulk solution) and the transfer of a proton from Hist1085 to PPi,
followed by nucleophilic attack. Even though the X-ray structure
does not show such an ion coordinated toMgA

2þ, this hypothesis
shall not be excluded, as (i) the reduced water content of the
structure can cause an impact on the existence of such ions and
(ii) this hypothesis might correspond to an extension of the
previous, in which the hydroxyl ion diffuses from the bulk
solution and subsequently binds MgA

2þ afterward. The differ-
ence here is that the ion would bind the MgA

2þ before depro-
tonating the HORNA group.
The modeling of the HO� ion in the coordination sphere of

MgA
2þ led to significant rearrangements. The O2β atom un-

bound from the MgA
2þ cation, and the latter changed to a

tetrahedral coordination geometry, getting closer to the HORNA

group and away from MgB
2þ.

The HO� ion is now much closer to the substrate than in
HYP2. Its negative charge polarizes further the substrate and
increases the pKa of theO1β atom, which spontaneously abstracts
a proton from His1085.
In the reactants (Rlg), the distance between the Mg2þ ions is

4.93 Å, the distance between the HORNA and MgA
2þ is 3.67 Å,

and the distance between MgA
2þ and O2β is 4.14 Å. The 20HO

and 30HO (HORNA) groups of the terminal RNA nucleotide
both establish hydrogen bonds with the magnesium-boundHO�

ion, with distances of 1.72 Å and 1.61 Å. The distance between
the HORNA and PR is 3.60 Å. The distance between HO� and
MgA

2þ is 1.95 Å.
To see if the binding of HO� to MgA

2þ (HYP3) is thermo-
dynamically favored over the weak interaction of the ion with the
metal (HYP2), we disconnected the hydroxide from MgA

2þ and
reoptimized the structure, generating the reactants of HYP2. The
energy dropped by 10.8 kcal/mol, showing that the structure of

HYP2 (HO� near but unbound from MgA
2þ) is preferred.

Anyway, the binding of HO� to MgA
2þ could lower the rate-

limiting barrier for the reaction and bring an overall benefit in
terms of the kinetics of the transformation. Therefore, we
continued to follow this mechanism.
The transition state (TSnuc/dRNA) corresponds to the nucleo-

philic attack on the PR atom, concerted with the transfer of the
proton of the HORNA group to the metal bound HO� ion
(Figure 6). In this structure, the distance between the HORNA

and PR groups shortens to 2.13 Å, and the distance between the
PR and O3β atoms increases to 1.83 Å. The distance between the
MgA

2þ ion and the O2β atom changes to 2.28 Å, and MgA
2þ

becomes pentacoordinated again. The two Mg2þ ions approach

Figure 5. Potential energy surface for the mechanistic hypothesis
HYP2. We have estimated that the transfer of the HO� from the bulk
solvent to the active site requires 7.5 kcal/mol. The proton transfer from
His1085 (TSlg) to the substrate triphosphate was a free energy barrier of
7.2 kcal/mol, and the nucleophilic attack (TSnuc) was a free energy
barrier of 9.1 kcal/mol. The products lie 13.3 kcal/mol below the
reactants and 5.8 kcal/mol below the state with the hydroxyl in solution.

Figure 6. (Top) Structure of the transition state for HYP3 (TSnuc/
dRNA). The transition state is related to the nucleophilic attack of PR by
O�

RNA and the proton transfer from the HORNA group to the HO
� ion.

Relevant distances and Mulliken atomic charges q are shown. (Bottom)
Free energy profile for HYP3. The energy barrier for TSnuc/dRNA is 18.9
kcal/mol.
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3.76 Å, which is closer to the values observed inHYP1 andHYP2.
The energy barrier for this step is 18.9 kcal/mol. In this case, the
nucleophilic attack is kinetically much less favorable than in
HYP2 (Figure 6). In the products, the O3β atom separates from
PR (2.98 Å). The difference in energy between P and the
reactants is �6.9 kcal/mol.
Comparing the final structures of HYP2 andHYP3, we can see

that the difference lies in the coordination of the water molecule
to Mg2þ, which is clearly unfavorable. Upon dissociation of the
water molecule, the energy of the system drops by 11.6 kcal/mol,
and the final reaction energy is �18.6 kcal/mol.
Starting from the initial system with the hydroxide in solution,

the barrier amounts to 31.7 kcal/mol and the reaction energy
to �5.8 kcal/mol.

3.4. Transfer of the Proton to Asp485 Concerted with
Nucleophilic Attack. The last hypothesis (HYP4), frequently
pointed out for DNA polymerases, is a proton transfer from the
HORNA group to a conserved aspartate at the active site. In
RNAP II, the only residue in position to fulfill this role is Asp485.
However, when we tried to transfer the proton prior to the
nucleophilic attack, our calculations have shown that the product
of the proton transfer was not a stationary point in the potential
energy surface and laid 33.6 kcal/mol above the reactants.
Therefore, we tried a case in which the proton transfer from
the HORNA group to Asp485 occurred simultaneously with the
nucleophilic attack of the ORNA

� ion to the PR atom (Figure 7).
In the initial reactants (R), His1085 is protonated and the
HORNA group is at 3.54 Å from the PR. In Ilg, the proton is
already in the triphosphate; the HORNA group is almost at the
same distance from the PR atom (3.57 Å). This structure is 3.5
kcal/mol above R. The structure is thus ready for the subsequent
nucleophilic attack. From here, we found the transition state for
that reaction (TSnuc/dRNA), which in fact corresponded to the
nucleophilic attack concerted with the proton transfer to Asp485.
The HORNA 3 3 3HO bond is elongated to 1.13 Å, and the
distance between the HORNA proton and the Asp485 Oγ
corresponds to 1.34 Å. The ORNA

� ion approached the PR atom
up to 1.89 Å, and the PR...O3β distance elongated to 2.56 Å. The
MgA

2þ and MgB
2þ ions came closer to each other (3.20 Å). The

activation free energy for this step amounted to 26.2 kcal/mol
(Figure7). In the products (P), the bond between the PR and the
Oβ atoms got broken (2.95 Å), and the new phosphodiester
bond (O�

RNA�PR) was formed (1.66 Å). The products’ en-
ergies were 14.5 kcal/mol more than that of the reactants. The
high activation energy excludes this hypothesis, as the pathway
studied in HYP2 is kinetically much more favorable.

4. CONCLUSIONS

Multisubunit RNAPs are evolutionarily unrelated with both
single RNAPs and DNAPs. Nevertheless, they catalyze the same

Figure 7. Structure of the transition state. The transition state is related
with nucleophilic attack of HORNA to PR and simultaneous proton
transfer from the HORNA to Asp485 (TSnuc/dRNA). Relevant distances
and Mulliken atomic charges are shown. (Bottom) Free energy profile
for HYP4. The free energy barrier for TSnuc/dRNA is 26.2 kcal/mol.

Table 1. Reaction Steps for Each Hypothesisa

reaction steps

HYP1

1 proton transfer from HORNA to OR
2 nucleophilic attack (O�

RNA on PR)

HYP2

1 HO� transfer to active site

2 proton transfer HORNA to HO
�

3 proton transfer from His1085 to Oβ

4 nucleophilic attack

HYP3

1 HO� transfer from bulk solvent to the active site

2 proton transfer from His1085 to Oβ

3 nucleophilic attack and proton transfer from HORNA to HO�

4 dissociation of H2O from MgA
2þ

HYP4

1 proton transfer from His1085 to Oβ

2 nucleophilic attack and proton transfer HORNA to Asp485
aThe CHECK hypothesis was not included because it does not lead to
stationary points or it converts into other models already considered in
the four hypotheses on the table.
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chemical reaction, the polymerization of nucleotides into a
nucleic acid chain. The X-ray structures of RNAPII1 have the
MgA

2þ ion in a different position than the one observed for some
DNAPs, not located between the HORNA and PR groups but
instead above the PR atom.

In the X-ray structures of polymerases with nucleic acid chains
and the substrate, the nucleophile (the HORNA/DNA) is absent to
prevent the conversion of the substrate into the exoenergetic
product. Consequently, the arrangement of the HORNA/DNA in
relation to the MgA

2þ ion cannot be determined from the X-ray
structures. The two-metal-ion scheme hypothesizes that the
HORNA group should be coordinated to the MgA

2þ ion at the
beginning of the catalytic cycle. However, our DFT results
strongly suggest that such a structure is less stable than a second
one with the HORNA just weakly coordinated to the metal. This
result is consistent with a molecular dynamics study of DNA
polymerase β in which the coordination distance reported
between the HODNA group and the MgA

2þ ion in the reactant
structure was 4.7 Å.28 Moreover, if we start from a HORNA group
strongly coordinated to the MgA

2þ ion, the catalytic pathway
necessarily evolves through a HORNA�MgA

2þ unbinding before
the proton transfers and the nucleophilic attack. The structure of
the active site does not allow for a nucleophilic attack without a
prior HORNA�MgA

2þ dissociation. Further studies are needed
to elucidate if the enzyme has the HORNA group bound to the
MgA

2þ ion before the catalytic cycle begins. However, what we
can clearly conclude is that if such state exists it will represent
only a precatalytic state and the dissociation of the HORNA group
is a necessary condition for the catalytic reaction to begin.

We have studied the four possible hypotheses for the catalytic
pathway. They mostly account for different participants in the
acid/base catalyzed proton transfer reactions (deprotonation of
HORNA and protonation of PPi) (Table 1). A comparison of the
thermodynamic and kinetic profiles of the four pathways clearly
shows that the one described in HYP2 (the external HO� group
hypothesis) is by far the most favorable. This pathway involves
deprotonation of the HORNA group by a bulk solvent hydroxide
ion, protonation of PPi by His1085, and nucleophilic attack of
the triphosphate by the O�

RNA ion. The rate-limiting step is the
nucleophilic attack with an energy barrier of 9.9 kcal/mol relative
to the initial state.

Our mechanism for RNAP II differs from the mechanisms
proposed for DNAPs in the position of the HORNA nucleophile
in relation to the MgA

2þ ion. It also differs in the protonation of
the leaving pyrophosphate, because we have taken into consid-
eration the most recent findings by Castro et al. (role of
His1085).2,3 The mechanism is consistent with the mechanisms
of DNAPs by Fl�orian et al.10,29,30 in regard to the acceptors of the
HORNA/DNA proton. The mechanism is consistent with the
mechanisms for DNAPs by Alberts et al.20 and Lin et al.5 in
regard to the nature of the nucleophilic transition state.We found
a single transition state associated with the nucleophilic attack
with an O�

RNA 3 3 3 PR distance of 2.17 Å (which compares to
2.20 in ref 5) and a PR 3 3 3O3β distance of 1.92 Å (which
compares to 1.90 in ref 5. Only one TS associated with the
nucleophilic attack was found in both works.
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ABSTRACT: Atomically detailed views of molecular recognition events are of great interest to a variety of research areas in biology
and chemistry. Here, we apply the weighted ensemble path sampling approach to improve the efficiency of explicit solvent molecular
dynamics (MD) simulations in sampling molecular association events between twomethane molecules, Naþ andCl- ions, methane
and benzene, and the Kþ ion and 18-crown-6 ether. Relative to brute force simulation, we obtain efficiency gains of at least 300 and
1100-fold for the most challenging system, Kþ/18-crown-6 ether, in terms of sampling the association rate constant k and
distribution of times required to traverse transition paths, respectively. Our results indicate that weighted ensemble sampling is likely
to allow for even greater efficiencies for more complex systems with higher barriers to molecular association.

1. INTRODUCTION

Proteins bind their partners in a highly specific manner.
Understanding the mechanisms of these binding events is not
only fundamentally interesting but could also impact fields such
as protein engineering, host-guest chemistry, and drug discov-
ery. Atomistic molecular dynamics (MD) simulations can poten-
tially offer the most detailed views of molecular recognition
events, especially when performed with explicit solvent. How-
ever, only up to a microsecond of simulation is practical on
typical computing resources, while protein binding events re-
quire microseconds and beyond.1 It is therefore computationally
prohibitive to capture these events by sufficiently long “brute
force” simulations. Fortunately, the long time scales required for
protein binding events are not necessarily a result of the actual
events taking a long time; instead, the events may be fast but
infrequent, separated by long waiting times.

Path sampling approaches2-10 aim to capture rare events by
minimizing the simulation of long waiting times between
events.11 Weighted ensemble sampling2 is one such approach
which is rigorously correct for any type of stochastic simulation,12

easily parallelized, and simultaneously provides both transition
paths and their associated kinetics.2 Weighted ensemble sam-
pling has been applied to Brownian dynamics simulations of
protein-protein binding,2 protein-substrate binding,13 protein
folding,14 Monte Carlo simulations of large-scale conformational
transitions in the molecular switches calmodulin15 and adenylate
kinase,16 and molecular dynamics simulations of alanine dipep-
tide in implicit solvent.17

We apply the weighted ensemble path sampling approach with
explicit-solvent MD simulations. Our goal is to determine the
efficiency of the weighted ensemble approach relative to brute
force simulation in sampling molecular associations for a range of
well-studied systems: methane/methane,18-23 Naþ/Cl-,24-33

methane/benzene,34,35 andKþ/18-crown-6 ether36,37(Figure 1).
These systems were chosen because of their small size and

relatively low barriers to association (∼2kBT); combined, these
features make feasible the simulation of association events by
brute force, providing us with opportunities to evaluate not only
the efficiency of the weighted ensemble approach but its validity
as well.

2. THEORY

2.1. Overview of Weighted Ensemble Sampling.Weighted
ensemble sampling uses “statistical ratcheting” to efficiently
sample rare events using stochastic simulations.2,11,15,17 To
monitor the progress of these simulations toward the rare event
of interest (here molecular association), a progress coordinate
between the source (A, unbound) and destination (B, bound)
states is defined by one or more order parameters; this progress
coordinate is then divided into bins. A number of simulations are
started in the unbound state A, which are then propagated for a
fixed time τ. After this propagation time, if a simulation has
progressed into a bin closer to the destination state B, its current
state is used to start replicas of that simulation; these replicas
diverge due to the stochastic nature of the underlying dynamics.
Alternatively, if the simulation has regressed toward the source
state A, it is effectively terminated. This resampling procedure12

involving the replication of productive simulations and termina-
tion of unproductive simulations is repeated at fixed intervals
(τ, 2τ, 3τ, and so on) until the desired number of rare events
(crossings into state B) is sampled. Once a simulation reaches the
destination state B, it is removed from the destination state B and
“recycled” as a new simulation starting from the source stateA. As
this propagation and resampling procedure is repeated, the
transition path ensemble—an ensemble of continuous trajec-
tories between the source and destination states—is generated.
As shown in Figure 2, some common history is shared among this
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ensemble of trajectories, and each trajectory has a maximum
length τNτ after Nτ iterations of propagation and resampling.
When the trajectories are generated using molecular dynamics
simulations, a stochastic thermostat is required to allow for
divergence of trajectories after resampling.
To maintain correct statistics and kinetics of the transition

paths, each simulation is assigned an appropriate statistical
weight. When simulations are replicated, their statistical weights
are split. When simulations are terminated for regressing toward
the source state A, their statistical weights are merged into
existing replicas, and when simulations are terminated for reach-
ing the destination state B, their statistical weights are removed
from the destination state B and assigned to newly created
replicas in the initial state A.
2.2. Rate Constants. Weighted ensemble sampling yields

kinetic information as a simulation progresses. After steady-state
probability recycling is attained, the rate constant k is given by the
average probability current IB into the destination state B:2,15,39

k ¼ ÆIBæ ð1Þ
where the angle brackets indicate a time average. Because the
recycling procedure described above eliminates all probability
from the destination state B at each resampling, the probability
current IB may be approximated as

IB � PBðτNτÞ
τ

ð2Þ

where τ is the weighted ensemble propagation/resampling time
step and PB(τNτ) is probability contained in the destination state
at time τNτ (weighted ensemble iteration Nτ) immediately prior
to recycling. Since PB(τNτ)must bemonitored in order to ensure
probability conservation during a weighted ensemble simulation,
the rate constant k is obtained “for free.”
The partially shared history of weighted ensemble trajectories

results in highly correlated probability current measurements;
that is, IB(τNτ) and IB(τ[Nτ - 1]) are not statistically indepen-
dent. The time average ÆIBæ may be computed in the usual way,
but the associated confidence interval (encompassing the statis-
tical error in the rate constant) must be computed with a method
that accounts for the time correlation within IB, such as Monte
Carlo bootstrapping.2,40,41

On the other hand, the quantity accessible from brute force
dynamics is not the probability current into the destination state
but is rather a set of elapsed times between completed transition
events. That is, brute force simulation does not yield the rate
constant directly, but rather the first passage time distribution.
For transitions dominated by a single time scale, this distribution
is exponential, and the rate constant is simply the inverse of the
mean first passage time Ætfpæ:39

k ¼ Ætfpæ-1 ð3Þ
It should be noted that these two methods for determining the

rate constant k are alternative mathematical descriptions of the
same underlying physical principles (for an extensive discussion,
see ref 39). Thus, rate constants obtained from brute force and
weighted ensemble simulations may be directly compared, given
that the same model was used for propagating dynamics in both
cases and that the confidence interval for the rate constant is
calculated correctly for the weighted ensemble simulation.
2.3. Transition Event Durations. If a system exhibits rare but

fast events, then the transition event duration ted—the amount of
time it takes a transition to complete once it starts—is much less
than the mean first passage time Ætfpæ (which includes the waiting
time between rare events):

ted , Ætfpæ

The probability distribution of ted, F(ted), is at least approxi-
mately an indicator of the extent of sampling of the transition
pathways. Distinct pathways will have associated characteristic
transition durations,42 and as transition pathways are sampled,
F(ted) will become better resolved. Thus, the self-convergence of
F(ted) is a strong indicator that the transition path ensemble has
been adequately explored.
The transition event duration distribution F(ted) is built up

directly from simulation trajectories simply by noting the time
elapsed between exiting the source state A and entering the
destination state B. In the brute force case, a set of event

Figure 1. Molecular recognition systems of this study. From left to right, two methane molecules, Naþ/Cl-, benzene and methane, and a Kþ ion with
18-crown-6 ether. All systems were immersed in explicit water molecules. (Prepared with VMD.38)

Figure 2. Schematic diagram of weighted ensemble molecular dy-
namics trajectories. Replication and termination of simulations occurs
at intervals of τ, the propagation/resampling time. Trajectories a and b
are terminated at t = 3τ, and trajectory c reaches the destination state at
t = 4τ, at which time its statistical weight is assigned to a newly created
replica which traces out trajectory h; the dotted arrows indicate a transfer
of statistical weight but not history. Trajectories are replicated at t = τ,
t = 2τ, and t = 5τ. Note that trajectories e, f, and g share common history
but are independent from trajectories d and h, which themselves are
mutually independent.
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durations is transformed directly into a cumulative distribution
function in the usual manner (by counting the number of ted less
than a specified value):

FðtedÞ ¼ 1
N
∑
i
hðtedðiÞÞ ð4Þ

where i indexes transitions, N is the number of transition events
observed, ted(i) is the duration of transition event i, and h is an
indicator function satisfying

hðtedðiÞÞ ¼ 1 if tedðiÞ e ted
0 otherwise

(

Weighted ensemble simulations, on the other hand, yield not
the set of event durations {ted} but a set {(ted,w)} of transition
event durations and corresponding terminal statistical weights.
These terminal weights partially encode the probability of
arriving at the final state, and so a weighted variation of eq 4
must be used:

FðtedÞ ¼
∑
i
wihðtedðiÞÞ
∑
i
wi

ð5Þ

There are several advantages to describing the transition event
duration distribution as an (empirical) cumulative distribution
function. First, rigorous confidence bands may be assigned to
empirical distribution functions,43,44 allowing one to assign error
bars to the entire ted distribution and facilitating the comparison
of simulation results. Second, the number of points Ne in a
realization of F(ted) is equal to the number of unique transition
event durations sampled and, as such, can be considered a
statistical sample size for the purposes of quantifying sampling,
even in the weighted ensemble case. For this same reason, eq 5,
despite being cast in a weighted form, describes a formal
empirical distribution function and is therefore an unbiased
estimator of the true cumulative distribution function.44

2.4. Relative Efficiency of Weighted Ensemble Simula-
tions. Any meaningful metric for comparing the relative effi-
ciencies of weighted ensemble and brute force simulations must
account for not only the computational expense of obtaining an
estimate on a quantity such as the rate constant, but also the
uncertainty of that estimate. In other words, an efficiency metric
must take error bars into account. For a given quantity like the
reaction rate k, we define the efficiency of weighted ensemble
sampling relative to brute force as

S ¼ tðWEÞ
teff

ð6Þ

where t(WE) is the aggregate weighted ensemble simulation time
(not overcounting shared history) and teff is the effective amount
of brute force simulation time that would be required to obtain an
estimate with the same size error bar as that obtained from a
weighted ensemble simulation. Consideration of the error struc-
ture of brute force simulations and application of eq 6 gives the
following efficiency metrics Sk and Sed for sampling of the
association rate constant k and ted distribution, respectively:

Sk ¼ tðBFÞ
tðWEÞ

Δk
�
ðBFÞ

Δk�ðWEÞ

0
@

1
A

2

ð7Þ

Sed ¼ tðBFÞ
tðWEÞ

NeðWEÞ
NeðBFÞ

 !
ð8Þ

where t represents total simulation time, Δk* is the width of the
95% confidence interval on the rate constant k relative to the time
average Ækæ, and Ne is the number of unique time values in the
empirical distribution function F(ted); the subscripts (BF) and
(WE) represent values from brute force and weighted ensemble
simulations, respectively. Detailed derivations of eqs 7 and 8 are
provided in the Supporting Information.

3. METHODS

3.1. Model Systems. Four systems were used to test the
feasibility of using weighted ensemble sampling with explicit-
solvent MD simulations to study molecular association events.
These systems all possess simple, one-dimensional progress
coordinates by which it is possible to unambiguously define
“how close to binding” a simulation is at any point in time. All
systems were immersed in boxes of explicit water molecules. The
model systems in order of progressively more challenging
features are described below.
Methane/Methane. This system is a simple example of a

hydrophobic interaction. The natural progress coordinate of this
system is simply the center-to-center distance between the two
methane molecules.
Naþ/Cl-. This system is a simple example of an electrostatic

interaction. The natural progress coordinate of this system is the
center-to-center distance between the two ions.
Methane/Benzene. Like the methane/methane system,

methane/benzene is a model of hydrophobic interactions, but
unlike the previous two systems, it does not exhibit an effective
spherical symmetry. However, our brute force simulations of this
system revealed that the condensed-phase bound state involves
precession of the methane molecule about the surface of the
benzene ring. Therefore, despite the broken spherical symmetry,
the natural progress coordinate for this system is effectively one-
dimensional and was taken to be the distance between the
methane carbon and the center of mass of the benzene
carbon atoms.
Kþ/18-crown-6 ether. This system is a simple example of the

binding of a (trivially) rigid substrate (Kþ) by a flexible partner
(18-crown-6 ether). Like methane/benzene, this system does
not exhibit effective spherical symmetry. However, both
simulation36,37 and X-ray crystallography45 have indicated that
the bound structure consists of the Kþ ion coplanar with the
crown ether oxygen atoms. The natural progress coordinate for
this system is therefore the distance between the Kþ ion and the
center of mass of the ether oxygen atoms.
3.2. Simulation Details. Both brute force and weighted

ensemble simulations were performed using the GROMACS
4.0.5 software package.46 Production dynamics (both brute force
and weighted ensemble) were propagated in the canonical
(NVT) ensemble at 300 K using a Langevin thermostat47

(coupling time 1 ps). Van der Waals interactions were switched
off smoothly between 8 and 9 Å; to account for the truncation of
the van der Waals interactions, a long-range analytical dispersion
correction48 was applied to energy and pressure. Real-space
electrostatic interactions were truncated at 10 Å. Long range
electrostatic interactions were calculated using particle mesh
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Ewald49 (PME) summation. Bonds to hydrogen atoms were
constrained to their equilibrium lengths using LINCS,50 permit-
ting a 2 fs integration time step.
Each model system was constructed in its unbound state and

solvated in a dodecahedral periodic box with a minimum 12 Å
clearance between the solutes and the box walls. Following a
1000-step steepest-descent energy minimization, each system
was subjected to 20 ps of NVT thermal equilibration followed by
1 ns of constant-pressure (NPT) density equilibration using a
weak isotropic Berendsen barostat51 (reference pressure 1 bar,
coupling time 5 ps, and compressibility 4.5 � 10-5 bar-1). In
both equilibration stages, all heavy atoms were restrained using a
harmonic potential. The resulting equilibrated systems were used
as starting points for both brute force and weighted ensemble
MD simulations. The initial pair separations were 10, 10, 17, and
15 Å for methane/methane, Naþ/Cl-, methane/benzene, and
Kþ/18-crown-6 ether, respectively. The GROMOS 45A3 uni-
ted-atom force field52 and SPC/E53 water model were used for
methane/methane and Naþ/Cl-, while the OPLS-AA/L force
field54 and the TIP3P55 water model were used for methane/
benzene and Kþ/18-crown-6 ether. Atom type assignments for
Kþ/18-crown-6 ether ether are provided in the Supporting
Information (Figure S1).
3.3. Brute Force Dynamics Propagation.Brute force simula-

tions for all model systems were started from the end points of
their respective second-stage (density) equilibration runs. Each
simulation was continued until a sufficient number of transition
events was observed, with solute positions recorded every 10 fs.
The methane/methane and methane/benzene systems were
both run as single 1 μs trajectories. Naþ/Cl- and Kþ/18-
crown-6 ether required multiple independent trajectories to
observe a sufficient number of transition events. A total of 10
independent 1 μs trajectories were run for Naþ/Cl-, and 100
independent 100 ns trajectories were run for Kþ/18-crown-
6 ether.
3.4. Determination of Bound and Unbound States. The

analysis of brute force trajectories and the construction of
weighted ensemble simulations require unambiguous defini-
tions of bound and unbound states for each system. Because all
four model systems possess one-dimensional progress coordi-
nates, the same protocol for determining these states was
applied to all four model systems. Pairwise condensed-phase
interactions can be described by the potential of mean force
(PMF) u(r), the free energy of the system as a function of pair
separation r.56 Taking the zero of energy to be the noninteract-
ing limit, for constant-volume systems the u(r) is given by the
following:23

uðrÞ=kBT ¼ - ln
PðrÞ
r2

- ln
Pðr0Þ
r20

� �
ð9Þ

where P(r) is the probability of observing the system at a pair
separation r, r0 is the shortest distance at which the pair is
effectively noninteracting (du/dr ≈ 0 for all r > r0), and the
factors of r2 arise from the transformation between the Carte-
sian coordinates of the MD simulation and the spherical polar
coordinates in which u(r) is expressed. For each model system,
the PMF u(r) was determined using eq 9 with pairwise distance
probabilities P(r) taken from the brute force trajectories. The
unbound stateAwas defined asA = {r: rg r0}, where (as above)
r0 is the shortest distance at which the pair is effectively
noninteracting. This definition ensures that binding events

observed in brute force simulations are very nearly statistically
independent. The bound state B was readily identified as being
near the global minimum of u(r) and defined as B = {r: r < rB},
where rB is the separation at which the global minimum well of
u(r) becomes concave up; that is, B is the basin of attraction of
the global minimum of u(r). The remainder of progress
coordinate space defines a transition region T = {r: rB e r <
r0} wherein the partners are interacting but not definitively
bound. PMF curves for each system are provided in Figures
S3-S6 of the Supporting Information.
3.5. Determination of Weighted Ensemble Simulation

Parameters. In addition to definitions of bound and unbound
states, a weighted ensemble simulation requires selection of
optimal bin sizes, numbers of replicas per bin, and propaga-
tion/resampling interval τ. In making these selections, the extent
of sampling should be maximized (generally meaning more bins
and more replicas per bin) while minimizing the overall compu-
tational cost (generally meaning fewer bins and fewer replicas per
bin).
For all four model systems, the potential of mean force was

used to determine a bin spacing aimed at maximizing the
“ratcheting” effect of the weighted ensemble approach. Where
the PMFwas changing rapidly with respect to pair separation, bin
boundaries were chosen such that the crossing of a bin does not
require climbing more than ∼kBT in energy as indicated by the
appropriate PMF. This ensures that the system can move about
the progress coordinate with relative ease. Conversely, in the
region where the PMF is slowly varying, a constant spacing of
bins was adopted. The propagation period τ was then chosen so
that the RMS change in pair separation over a time τ was
approximately equal to the width of the bins in the slowly varying
region of the PMF. This resulted in bins of width ∼0.1-1.0 Å.
Initial tests indicated that 50 replicas per bin yielded sufficiently
precise values for the rate constant k at a reasonable computa-
tional cost, so this value was used for all four model systems.
Detailed listings of the resulting bin boundaries are provided in
Figures S3-S6 (Supporting Information), and the remaining
weighted ensemble sampling parameters are summarized in
Table S1 (Supporting Information).
3.6.Weighted EnsembleDynamics Propagation.Weighted

ensemble dynamics runs used exactly the same simulation
parameters (force field, thermostat parameters, box volume, etc.)
as those of the corresponding brute force simulations. As with the
brute force simulations, the initial atomic coordinates and
velocities were taken from the end of the equilibration phase
for each model system. The weighted ensemble sampling algo-
rithm was implemented in an in-house computer code as
described above. Replicas were propagated in parallel on 32-
96 CPU cores, requiring a few days to simulate each model
system. Both the rate constant k and the transition event duration
distribution F(ted) were monitored every 50 or 100 τ, and the
weighted ensemble simulation was terminated when k was
constant within uncertainty and F(ted) had converged to within
95% confidence and remained at that level, as determined by a
two-sided Kolmogorov-Smirnov test44 (a standard test of the
statistical equivalence of two empirical distribution functions).
Though resampling was performed with a period of τ, all analysis
of the simulations was conducted at a time resolution of 10 fs
(the period with which solute positions were recorded during
the underlying dynamics simulations). The resulting aggregate
simulation times for each system are presented in Table S2
(Supporting Information).
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4. RESULTS AND DISCUSSION

The purpose of this study was to determine the efficiency of
weighted ensemble sampling relative to brute force sampling for
association events in four molecular recognition systems. As
described above, both the association rate constant k and the
transition event duration distribution F(ted) can be used to
quantify sampling of the transition path ensemble. We compare
the efficiency and accuracy of weighted ensemble simulations
relative to brute force simulations in terms of both rate constants
and transition event distributions.
4.1. Rate Constants. The rate constant (k) values for brute

force and weighted ensemble simulations were separately con-
verged to within statistical uncertainty. As shown in Table 1, the
weighted ensemble simulations are in qualitative agreement with
brute force simulations for all systems; quantitative agreement
was achieved for Naþ/Cl- and methane/benzene. The relative
efficiency Sk of weighted ensemble sampling of the rate constant
was modest (1.4-fold) for Naþ/Cl-, greater than 5-fold for the
diffusive systems (methane/methane and methane/benzene),
and 300-fold for the most complex system, Kþ/18-crown-
6 ether.
It is not surprising that the rate constant obtained by weighted

ensemble sampling for Kþ/18-crown-6 ether does not agree with
the brute force simulation, as the brute force F(ted) did not
converge; it is less clear why the rate constants for methane/
methane are not in agreement. One possibility is that either the
brute force or the weighted ensemble simulation did not sample
the full set of waiting times between rare events. The waiting time
tw between subsequent AfB transition events relates the first
passage time tfp and the transition event duration ted according to

tfp ¼ ted þ tw

In all cases (including that in which ted and tw are not statistically
independent):

Ætfpæ ¼ Ætedæþ Ætwæ

where the angle brackets denote the expectation (mean) value.
Since Ætedæ , Ætfpæ for all four systems considered here, the
discrepancy between brute force and weighted ensemble

simulations in mean waiting time Ætwæ accounts almost comple-
tely for the discrepancy in rate constants between simulation
techniques (see Table 2). It is likely that the overestimated brute
force waiting time for Kþ/18-crown-6 ether is due to poor
convergence of the brute force simulation. Similarly, it seems
likely that the methane/methane brute force simulation under-
estimated tw for that system. In both of these cases, the
efficiencies presented in Table 1 represent lower bounds, as they
assume complete convergence of the brute force simulations.
Implicit in the foregoing analysis is the assumption that the

first passage time distribution F(tfp) obtained from the brute
force simulation is exponential, as would be the case in a system
possessing (effectively) a single barrier of constant height; that is,

FðtfpÞ ¼ 1- expð- ktfpÞ ð10Þ

where k is the rate constant. In this case, the rate constant k is
equal to the inverse mean first passage time [cf. eq 3]. If the first
passage time distribution F(tfp) is not exponential, then the
inverse mean first passage time is at best an approximation of the
true rate constant; conversely, the weighted ensemble approach
samples k directly, and so it can be expected to recover the correct
rate constant (within the bounds of statistical uncertainty)
regardless of whether the underlying physical mechanisms lead
to an exponential first passage time distribution. For three of the
four model systems (Naþ/Cl-, methane/benzene, and Kþ/18-
crown-6), the first passage time distributions obtained from brute
force simulations conform to eq 10 to within 95% confidence
(see Figure S2, Supporting Information). Formethane/methane,
however, the first passage time distribution deviates from the
expected exponential distribution for tfpj 300 ps. This offers an
alternative explanation for why the rate constant values obtained
for methane/methane differ between brute force and weighted
ensemble simulations: because the first passage time distribution
F(tfp) is not exponential, the rate constant k obtained from the
brute force first passage time distribution as Ætfpæ-1 may in fact be
inaccurate.
4.2. Transition EventDurationDistributions. In general, the

weighted ensemble simulations were as good or better than brute
force simulations in generating well-resolved transition event
duration distributions F(ted). As shown in Figure 3, F(ted) was
well-resolved by both brute force and weighted ensemble
simulations for all systems except Kþ/18-crown-6 ether, for
which brute force sampling was not capable of providing a
converged F(ted) distribution. The resolution of distributions
from weighted ensemble simulations far exceeds that of distribu-
tions obtained from brute force simulations, as demonstrated in
the increased number Ne of unique transition durations sampled
(see Table 3). Further, pathways generated by weighted ensem-
ble sampling and having different transition event durations were

Table 1. Brute Force (BF) and Weighted Ensemble (WE) Aggregate Simulation Times t, Rate Constants (k), and Relative
Sampling Efficiencies (Sk) for the Four Model Systemsa

system tBF tWE kBF (ps
-1) kWE (ps

-1) Sk

methane/methane 1 μs 299 ns 1.91( 0.10� 10-3 1.61( 0.06� 10-3 7.0

Naþ/Cl- 10 μs 3.86 μs 1.86( 0.09� 10-4 1.82( 0.11� 10-4 1.4

methane/benzene 1 μs 369 ns 8.6( 0.7� 10-4 7.7( 0.3� 10-4 8.7

Kþ/18-crown-6 10 μs 322 ns 2.1( 0.3� 10-5 4.8( 0.2� 10-5 300
aAggregate simulation times correspond to the combined length of all trajectories (either brute force or weighted ensemble) for each system, without
overcounting common history in the case of weighted ensemble simulations. Uncertainties on the rate constants represent 95% confidence intervals.
Relative efficiencies were calculated using eq 7.

Table 2. Ratios of Rate Constants k and Average Waiting
Times Ætwæ for Brute Force (BF) and Weighted Ensemble
(WE) Simulations

system k(WE)/k(BF) Ætwæ(BF)/Ætwæ(WE)

methane/methane 0.842 0.841

Naþ/Cl- 0.977 0.977

methane/benzene 0.827 0.822

Kþ/18-crown-6 1.93 1.94
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indeed noticeably different from each other (see Supporting
Information, section S.1, Figures S1 and S2, and Movies S1 and
S2). These are strong indications that the weighted ensemble
algorithm effectively enhances sampling of the transition path
ensemble. The relative efficiency Sed of sampling F(ted) increased
with the complexity of the molecular recognition system, ranging
from 1 to 3 orders of magnitude. The 1100-fold relative efficiency
of weighted ensemble sampling for Kþ/18-crown-6 ether is a
conservative estimate, as the referenced brute force simulation
had not even reached convergence with respect to F(ted).
As shown in Tables 1 and 3, Sk < Sed in all four cases. This is

partly a consequence of our definitions of the efficiency metrics
Sk and Sed (see above and Supporting Information), but it also
reflects that the rate constant k is generally more difficult to
sample than the set of transition event durations {ted}. In

particular, convergence of the rate constant k requires sampling
of all important pathways as well as a steady state flow of
probability through them.
4.3. How Much Sampling Is Required? As evident for Kþ/

18-crown-6 ether, the most complex system of this study, it is not
always possible to obtain converged brute force simulations of
molecular association events. In such cases, how does one know if
the weighted ensemble approach has achieved sufficient sam-
pling? One can, at least, gauge the self-convergence of the
association rate constants k and the transition event duration
distributions F(ted) obtained from the weighted ensemble simu-
lations. However, self-convergence of these metrics does not
guarantee that the simulation has converged to the true value of k
or F(ted).
As an illustration, consider the convergence of F(ted), the

probability distribution of the event duration times Fted. Even if
two transition event distributions Fτ(1)(ted) and Fτ(2)(ted) ob-
tained by time points Nτ(1) and Nτ(2) > Nτ(1) in a weighted
ensemble simulation are statistically equivalent, this does not
necessarily indicate asymptotic convergence on the true transi-
tion event duration distribution. Because a weighted ensemble
simulation of length iterations contains only trajectories of
maximum length τNτ, then the statistical equivalence of Fτ(1)(ted)
and Fτ(2)(ted) does not indicate that the entire event duration
distribution has been adequately sampled, merely that all path-
ways taking time t e τNτ(1) to traverse have been adequately
sampled. Thus, for a weighted ensemble simulation of length

Figure 3. Transition event duration distributions obtained from (A) brute force and (B) weighted ensemble simulations. The cumulative distribution
function (CDF) of the transition event duration probability for each model system is shown in (C). The brute-force CDF is plotted as a 95% confidence
interval with dotted lines, and the solid line is the CDF obtained from the weighted ensemble simulation.

Table 3. Number of Unique Transition Durations Ne and
Relative Efficiency Sed of Sampling of the Transition Event
Duration Distribution for Brute Force (BF) and Weighted
Ensemble (WE) Simulationsa

system Ne(BF) Ne(WE) Sed

methane/methane 1021 2304 7.5

Naþ/Cl- 1415 8780 16

methane/benzene 750 5485 20

Kþ/18-crown-6 145 5007 1100
aRelative efficiency was calculated using eq 8.
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τNτ, one must ultimately decide whether data obtained for time
scales less than τNτ are sufficient to provide insights into the
systems under study.
4.4. How Does One Choose Optimal Weighted Ensemble

Parameters? Efficient use of weighted ensemble sampling
involves finding the optimal balance between computational
expense and level of sampling. A poor choice of progress
coordinate bins can easily lead to oversampling relatively unim-
portant regions of phase space. A large number of replicas not
only aids rapid exploration of phase space but also determines the
precision of probability current value and thus kinetic informa-
tion; however, the total computational cost of weighted ensem-
ble scales approximately linearly with the maximum number of
system replicas. A short propagation/resampling period τ allows
many opportunities for replicas to split and explore newly visited
regions of phase space and for replicas to merge to avoid
oversampling regions of phase space but ultimately may not
allow sufficient divergence of trajectories to allow for efficient
exploration of phase space.
Integral to the construction of a weighted ensemble simulation

is the choice of a progress coordinate that is sufficiently sensi-
tive to quantify “how far along” the reaction is. Any number
of relatively low-cost enhanced-sampling or energy landscape
smoothing techniques57-59 might be employed to guide the
choice of a progress coordinate, including metadynamics;60,61

targeted,62 steered,63 or accelerated64 molecular dynamics; or the
recently developed orthogonal space random walk method.65 A
number of short brute force simulations may be required to
determine the average time evolution of the progress coordinate,
which in turn determines themost efficient choices of bin spacing
and the propagation/reweighting period τ. Finally, it may be
necessary to adjust these parameters “on the fly” during a simu-
lation, especially for large systems with complex, rough energy
landscapes (i.e., proteins) where long-lived intermediate states
may be encountered in the course of a simulation.
The complexities and advantages of actively adjusting the

numbers of bins, their boundaries, and the number of replicas in
each bin have been discussed in detail;2 such schemes could be
used to detect replicas that “stall” in certain progress coordinate
bins and adjust the weighted ensemble simulation to compen-
sate. These schemes would not be able to cope effectively with
systems possessing intermediate states with lifetimes comparable
to the mean first passage time; such systems do not exhibit the
separation of time scales which weighted ensemble sampling is
designed to exploit. However, using ideas developed from none-
quilibrium umbrella sampling, it is possible to reweight phase
space density analytically in order to accelerate the attainment of
steady-state probability recycling;17 this would in turn accelerate
the determination of the rate constant in systems with ted≈ tfp at
the possible expense of efficient sampling of the transition path
ensemble.
Finally, it should be noted that the weighted ensemble

approach is but one instance of a class of “interface-based”
enhanced sampling techniques which share a number of stren-
gths and potential weaknesses;11,66,67 other such techniques
include transition interface sampling (TIS) and variants,5,6,10

forward flux sampling (FFS),8,9 and milestoning.7 All of the
methods in this class are rare event sampling methods that divide
phase space along distinct interfaces, and each method is capable
of providing realistic kinetic rates. Provided a well-chosen pro-
gress coordinate, these methods are equivalent in principle with
respect to the information which can be obtained from them and

the efficiency with which that information is obtained, at least for
equilibrium systems. Among these methods, however, the
weighted ensemble approach is uniquely flexible; in particular,
sampling can bemaximized while minimizing computational cost
both by dividing phase space according to arbitrary boundaries in
any number of dimensions and by adjusting the level of sampling
within each region (by adjusting the number of simulation
replicas within a bin). The cost of this flexibility, however, is
the complexity of determining efficient choices for parameters
such as the progress coordinate, bin boundaries, and the number
of replicas per bin. In situations where a reasonable progress
coordinate cannot be determined, a method not dependent on a
progress coordinate (such as transition path sampling3,68,69 or a
recently developed variation of milestoning70) may be necessary.
Similarly, if efficient choices for simulation parameters (such as
bin boundaries and the number of replicas per bin) cannot be
made in advance and adjustment of these parameters during a
simulation is impractical, then a method like FFS (for which
analytical expressions for efficiency as a function of simulation
parameters exist71,72) may be a better choice.
4.5.WhyAre EfficienciesWhat TheyAre?The efficiency of a

weighted ensemble simulation is largely determined by weighted
ensemble simulation parameters, particularly the propagation/
resampling period τ, the choice of progress coordinate(s), and
the locations of bin boundaries.42 For some systems, brute force
simulation is already highly efficient at sampling the molecular
association events; this is confirmed by the modestly increased
weighted ensemble sampling efficiencies (Sk and Sed) for
methane/methane, Naþ/Cl-, and methane/benzene. However,
the fact that the weighted ensemble approach increases rather
than decreases efficiency indicates that, even in such cases, the
weighted ensemble technique is capable of accelerating sampling
of both k and F(ted). On the other hand, the very high relative
efficiency of sampling in Kþ/18-crown-6 ether is particularly
encouraging. Despite the small size of the system, brute force
MD was incapable of effective sampling of rate constants and
transition event duration distributions for Kþ/18-crown-6 ether,
almost certainly due to the high (approximately 14 kBT, 8.3 kcal/
mol) barrier to dissociation. Weighted ensemble sampling was
able to obtain self-converged values of both the rate constant k
and the transition event duration distribution F(ted). This is
primarily because probability recycling completely circumvents
the necessity to climb the 14 kBT dissociation barrier in order to
observe another binding event.
These results point encouragingly to the ability to simulate

protein-protein binding events with weighted ensemble molec-
ular dynamics. With well-chosen bin boundaries, the weighted
ensemble technique should increase sampling efficiency expo-
nentially with increasing barrier heights. This is because placing
bin boundaries sufficiently close to each other effectively line-
arizes the probability of crossing a number of bins in succession,
rather than surmounting a barrier in one step with a probability
which decreases exponentially with barrier height.73 As a con-
crete example, the barrier to association in a diffusion-limited
protein-protein system is approximately 10 kBT (roughly five
times that of the model systems). If this exponential efficiency
scaling holds, then one can expect about 20 000-fold improve-
ment in sampling for such a system. In other words, if a given
computational resource is otherwise capable of generating 500 ps
per calendar day (a substantial but accessible level of computa-
tional power), this efficiency gain corresponds to reaching a time
scale of about 1ms in 100 days, compared to the 50 ns that would
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otherwise be possible in the same amount of time. However,
since protein-protein binding pathways involve significant
metastable intermediate states (e.g., encounter complexes74), it
is possible for a simulation to “stall” in such a state. As discussed
above, several techniques exist which may partially ameliorate
this difficulty, but in the end, a number of simulations connecting
the intermediate states may be necessary to fully explore binding
events in such systems.

5. CONCLUSIONS

We have applied the weighted ensemble path sampling
approach to molecular dynamics simulations in explicit solvent,
enabling the detailed sampling of rare molecular association
events. We have compared the efficiency of weighted ensemble
sampling relative to brute force sampling in simulating associa-
tion events of methane/methane, Naþ/Cl-, methane/benzene,
and Kþ/18-crown-6 ether. Relative to brute force simulation,
weighted ensemble sampling of these four systems confirms that
the weighted ensemble approach reproduces or even improves
sampling of both the rate constant k and the distribution of
transition event durations. This improvement is on the order of
300- and 1100-fold, respectively, for a system exhibiting signifi-
cant conformational flexibility (Kþ binding with 18-crown-6
ether). We expect efficiency gains to grow with increasing
barriers to association. However, the existence of significant
metastable intermediate states may hinder sampling in such
systems, requiring the use of various enhancements to the
weighted ensemble method in order to explore binding events
in such systems. Nonetheless, these results indicate that weighted
ensemble sampling in conjunction with MD simulations is likely
to allow for the effective determination of transition paths and
rate constants for protein binding events.
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ABSTRACT: In this paper, we describe how the inverse kinematic solution to the loop closure problem may be generalized to
reclose a RNA segment of arbitrary length containing any number of nucleotides without disturbing the atomic positions of the rest
of the molecule. This generalization is made possible by representing the boundary conditions of the closure in terms of a set of
virtual coordinates called RETO, allowing the inverse kinematics to be reduced from the original six-variable/six-constraint problem
to a four-variable/four-constraint problem. Based on this generalized closure solution, a new Monte Carlo algorithm has been
formulated and implemented in a fully atomistic RNA simulation capable of moving loops of arbitrary lengths using torsion angle
updates exclusively. Combined with other conventional Monte Carlo moves, this new algorithm is able to sample large-scale RNA
chain conformations much more efficiently. The utility of this new class of Monte Carlo moves in generating large-loop
conformational rearrangements is demonstrated in the simulated unfolding of the full-length hammerhead ribozyme with a bound
substrate.

1. INTRODUCTION

The loop closure problem was first considered by Go and
Scheraga in 1970 for polypeptide chains.1 In biopolymers like
proteins and nucleic acids, their bond lengths and bond angles
are largely fixed. The flexibility of these molecules is therefore
primarily derived from bond torsions. But for very long chains,
even minute motions in a single torsion angle affect the co-
ordinates of many atoms simultaneously, which may lead to
excessive steric overlaps among the atoms being moved. For
torsion angle moves in the conformational sampling of linear
polymers to be practical, multiple torsion angles must be moved
at the same time so that the atomic positions of the majority of
the chain can remain relatively unperturbed. The loop closure
problem seeks solutions for the possible sets of torsion angles
inside a chain segment that have to be moved simultaneously in
order to maintain the atomic coordinates of the rest of the chain
fixed. Various formulations and extensions of the loop closure
problem have been reported since Go and Scheraga’s work.2�6

When applied to simulations of polymer conformational sam-
pling, these loop closure solutions may be incorporated into a
class of Monte Carlo (MC) schemes called concerted rotation or
“conrot” moves.7�15 These concerted rotation algorithms have
been successfully used in conformational sampling to generate
trial moves for short segments along the backbone of linear
polymers, proteins, and nucleic acids. A related set of methods
called “rebridging MC”16,17 have also been used previously to
reclose peptide chains as well as small ring structures.

In the original formulation of Go and Scheraga, they considered
the case of a protein where the rotatable (φ,ψ) angles are separated
by fixed peptide bonds in the trans conformation. They concluded
that at least six torsion angles belonging to a tripeptide sequence
must be moved simultaneously in order for the atomic coordinates
of the rest of the chain to remain fixed. Dodd et al.4 and Deem and
Bader9 used this to develop enhanced MC schemes to update the

conformation of short segments in linear polymer chains and
proteins. Later, Dinner10 extended this formulation to allow
arbitrary values for the fixed intervening torsion angles between
the rotatable ones. Extensions of this formulation have also been
applied to nucleic acids.10,15 Different formulations of the same
loop closure problems were also reported recently for proteins by
Coutsias et al.6,18 and for single nucleotides and ribose by Mak.19

In this paper, we consider the closure of an arbitrarily long
segment on the backbone of a linear polymer. We generalize the
closure problem so that it may be applied to reclose loops of any
length. This generalized formulation applies to structures from as
small as a single nucleotide in a RNA to loops of any length with
fixed intervening torsion angles within three connecting seg-
ments. This generalized formulation relies on the reduction of
the original six-variable/six-constraint problem to a four-vari-
able/four-constraint problem, and a simple solution is derived
using geometrics of rigid bodies well-known in the field of the
kinematics of mechanisms. In various limits, our formulation is
related to the conrot algorithm7�15 as well as the rebridging MC
method.16,17 The generalized formulation allows for an efficient
numerical or analytical solution. We show how this generalized
closure solutionmay be used to devise several MCmoves that are
able to sample large-scale loop conformational changes in RNAs.
We demonstrate the utility of these new MC moves in an all-
atom simulation, studying the possible unfolding pathways of a
ribozyme containing 63 nucleotides.

2. SINGLE-NUCLEOTIDE CLOSURE AND THE RETO
COORDINATES

We begin with a brief review of the single-nucleotide RNA
closure problem. This has been considered by one of us in a

Received: December 2, 2010
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previous paper,19 which we shall refer to as paper (I). Figure 1a
shows several nucleotides along the backbone of a nucleic acid.
For clarity, the side chains and sugar rings have been removed for
the drawing. In the simplest variant of the loop closure problem,
we assume all bond lengths and bond angles are fixed and
consider bond torsions as the only motions in the molecule.
(This assumption may easily be relaxed if desired.) Starting from
the 50 end, if the position and orientation of the first phosphate
group is known, then the positions and orientations of all
subsequent phosphate groups can be uniquely determined if all
intervening torsion angles are specified. As such, the coordinates
of every atom along the backbone of the chain may be easily
reconstructed based on a knowledge of the coordinates of the
first phosphate group and all the backbone torsion angles. In the
case of RNAs, the forward kinematic problem is to solve for the
positions of all the phosphate groups given the backbone torsion
angles. Clearly, the forward kinematic problem of transforming
from torsion angles to real-space coordinates is rather trivial.

The inverse kinematic problem of transforming from real-
space coordinates back to torsion angles is much more involved.
We can phrase the problem this way: If the coordinates of each
phosphate group along the chain are specified, is it possible to
solve for the intervening torsion angles given that the bond
lengths and bond angles are rigid?

To begin, we recognize first that while every phosphate group
has five atoms, the coordinates of all of them are uniquely
determined if only the position of P and the orientation of the
O30PO50 triangle is known. For convenience, we will call this the
“phosphate triangle”. The coordinates of the rest of the atoms in
this phosphate group are then fixed by the rigid bond lengths and
bond angles. The phosphate triangles are shown in Figure 1b,
where each phosphate group has been replaced by an oriented
phosphate triangle. Using this reduction, the inverse kinematic
problem may be restated alternatively as: If the position and
orientation of every phosphate triangle is specified, is it possible
to solve for all the torsion angles along the chain?

To be a mathematically well-posed problem, the number of
degrees of freedom must be greater than or equal to the number
of constraints. Six constraints (three translations and three Euler

angles) are involved in specifying the position and orientation of
each phosphate triangle relatively to the previous one. We will
call these six variables P6. For the inverse kinematic problem to be
solvable, there must be a minimum of six torsion angles in each
nucleotide. Interestingly, there are exactly six backbone torsion
angles inside each nucleotide. These six torsion angles, shown in
Figure 2, are conventionally labeled R to ζ. Consequently, the
smallest reclosible loop in a RNA is a single nucleotide, and the
inverse kinematic problem is to seek the transformation P6f {R,
β, γ, δ, ε, ζ}. This is known as the 6R problem in robotics.20 (If
there were fewer than six free torsion angles in a nucleotide, the
inverse kinematic problem can no longer be phrased in terms of
the phosphate triangles, but the problem can still be solved for
any segments with six torsion angles.)

To further simplify the loop closure problem, paper (I) shows
that the position and orientation of one phosphate triangle
relative to the previous one may be given in terms of a new set
of internal coordinates. These internal coordinates are defined in
Figure 3, where r is the distance from O5

0 to the next O3
0 , η is the

Figure 1. (a) Drawing shows a portion of the nucleic acid backbone. Starting from the 50 end, given the coordinates of the first phosphate group, the
coordinates of all subsequent phosphate groups are uniquely determined if all intervening torsion angles are known. (b) Since bond lengths and bond
angles are fixed, the coordinates of all five atoms in each phosphate group are uniquely determined if only the position of P and the orientation of the
triangle O30PO50 are known. From one phosphate triangle, the position and orientation of the next phosphate triangle is known by either specifying the
six intervening torsion angles, {R, β, γ, δ, ε, ζ}, or by P6. (c) Starting from one phosphate triangle, the position and orientation of the next phosphate
triangle is uniquely determined if the six variables {, RETO, ζ~} are specified. These are represented by dashed lines.

Figure 2. The six torsion angles along the backbone of a nucleotide are
conventionally labeled R to ζ. For simplicity, O20 has been omitted from
the drawing.



1200 dx.doi.org/10.1021/ct100681j |J. Chem. Theory Comput. 2011, 7, 1198–1207

Journal of Chemical Theory and Computation ARTICLE

P�O5
0 �O3

0 virtual bond angle, θ is the O5
0 �O3

0 �P virtual bond
angle, and ω is the P�O5

0 �O3
0 �P virtual torsion angle. These

four variables, {r, η, θ, ω}, are given the special name “RETO
coordinate” because they play a special role in the generalized
loop closure solution. The four atoms, P, O50, O30 and the next P,
are said to form a structure called a “RETO element”. The RETO
coordinates are simply the minimal set of variables needed to
uniquely specify the internal geometry of any RETO element.
We also define to be the O3

0 �P�O5
0 �O3

0 virtual torsion angle on
the 50 end outside the RETO element, and ζ~ to be the
O5

0 �O3
0 �P�O5

0 virtual torsion angle on the 30 end. Together,
this set of six variables, {, RETO, ζ~}, specifies the position and
orientation of one phosphate triangle relative to the previous
one. This is shown in Figure 1c, where the phosphate groups are
depicted as connected RETO elements, and their relative posi-
tions and orientations are now specified by the RETO variables
and the torsion angles and ζ~. This is shown in greater detail in
Figure 3, which illustrates that starting from one phosphate
triangle, specifying {, RETO, ζ~} will uniquely determine the
position and orientation of the next phosphate triangle. In terms
of the new RETO coordinates, the inverse kinematic problem is
now to seek the transformation {, RETO, ζ~}f {R, β, γ, δ, ε, ζ},
which corresponds to the mapping from Figure 1c back to 1b.

Paper (I) shows that with the introduction of the RETO
coordinates, the original six-constraint/six-variable problem may
be reduced to a simpler four-constraint/four-variable problem.
This is because the variable maps directly onto R, while ζ~ maps
onto ζ. In mathematical terms, the Jacobian matrix (J) of the
transformation {, RETO, ζ~} f {R, β, γ, δ, ε, ζ}:

J ¼ Dð~R, RETO, ~ζÞ
DðR, β, γ, δ, ε, ζÞ ð1Þ

turns out to be block diagonal, with forming a 1� 1 block withR,
RETO forming a 4 � 4 block with {β, γ, δ, ε}, and ζ~ forming a
1� 1 block with ζ. Furthermore, it is easy to show that the 1� 1
block between and R is unity for all values of , and the same is
true for the 1 � 1 block between ζ~ and ζ.

A detailed solution for the inverse kinematic transformation
RETO f {β, γ, δ, ε} has been given in paper (I). Briefly, the

solution is illustrated in Figure 4 and it proceeds as follows: Given
the RETO coordinates, the relative positions of P, O50, O30, and
the next P are fixed. With the known P�O50 and O50�C50 bond
lengths and the P�O50�C50 bond angle, we can consider the
three atoms P, O50, and C50 as a rigid element (the left element).
Similarly, with the known C30�O30 and O30�P bond lengths and
the C30�O30�P bond angle, we can also consider the three atoms
C30, O30, and P as another rigid element (the right element).
Finally, the atom C40 and its two adjacent bonds to C50 and C30

may be considered as yet another rigid element (the center
element), which is shown in Figure 4 as the gray triangle. To
construct the closure solution, we imagine first detaching the
center element from the loop. The left element is then free to
rotate about the P�O50 bond through some rotation angle τL.
Similarly, the right element can also rotate about the P�O30 bond
through angle τR. In order for the center element to be reattached
properly, the distance between C50 and C30, shown as a gray
dashed line between the left and right elements, must match the
C50�C30 distance on the lower edge of the gray triangle of the
center element. If we consider τL as the input, then the output
angle τR that produces the correct C50�C30 distance will form a
discrete set of points for every input τL. For each one of these τR
values, we can then reattach the center element. But in order to
also produce the correct O50�C50�C40 bond angle, the center
element must also be rotated about the C50�C30 axis by the
proper angle(s) τC. After this, we can measure the C40�C30�O30

angle. If this matches the correct C40�C30�O30 angle, then the
closure is solved. The solution of the closure problem is therefore
obtained by expressing the output C40�C30�O30 angle as a
function of the input τL. This is followed by a root search to
determine the value(s) of τL which produce(s) the correct angle
matching the native C40�C30�O30 angle. After the solution of
this four-constraint/four-variable problem is obtained, the last
two torsion angles and ζ~ are easily determined since they are
simply equal to their counterparts R and ζ, plus some offsets.

Figure 3. Internal coordinates used in the RETO representation to
describe the relative position and orientation of two consecutive
phosphate triangles along the backbone of a RNA. (Portions of this
and other figures in this paper were generated using molscript).21

Figure 4. Drawing illustrating the single-nucleotide closure solution.
RETO is fixed by the positions of P, O50, O30 , and the next P. The chain is
divided into three rigid elements: O50 with its bonds to P and C50 form
the left element, C40 with its bonds toC50 andC30 the center element, and
O30 and its bonds to C30 and P the right element. The closure is obtained
by the rotations τL and τR to match the native C50�C30 distance, the
reattachment of the center element, and the rotation τC around the
C50�C30 axis to produce the correct O50�C50�C40 bond angle.
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In addition to the backbone torsion angles, the ribose also has
internal torsions. These are coupled to the mainchain torsion
angle δ. When the nucleotide backbone is reclosed, δ is modified,
which requires the ribose to be reclosed simultaneously. This
problem of reclosing the ribose is analogous to the conformation
of prolines in a polypeptide, which has been considered by Ho
et al.18 who shows that the standard loop closure solution may be
applied with slight modification to reclose any five-membered
ring structure. As such, one can simply use the same closure
algorithm to reclose the ribose, and full details have been given in
paper (I).

3. MULTINUCLEOTIDE CLOSURE

The inverse kinematic solution for reclosing a RNA backbone
sequence containing more than a single nucleotide is a straight-
forward extension of the single-nucleotide closure solution. The
extension is facilitated by the RETO coordinates described in the
last section. To illustrate how this works, we will start with the
closure of a three-nucleotide loop, a schematic of which is shown
in Figure 5a. The P atoms are colored white, and the O atoms are
colored black. For clarity, only the two phosphate oxygens on the
backbone are shown. The rest of the chain is displayed as sticks.
The 5

0
end of the chain is on the left. We identify the O atoms on

the leftmost nucleotide by the subscript L, those on the center
nucleotide by C, and the ones on the rightmost nucleotide by I.

Figure 5b shows how this three-nucleotide sequence may be
divided into three connected RETO elements. RETOL on the
left consists of the P, O50, and O30 atoms from the first nucleotide
plus the P atom from the second nucleotide. RETOC in the
center consists of P, O50, andO30 from the second nucleotide plus
P from the third and similarly with RETOR on the right. Two
consecutive RETO elements are connected through the P atom
they share. In Figure 5b, we have indicated the virtual bond
between O50 and O30 in each RETO element using a thick dashed
line. As described in Section 2, the geometry of each RETO
element is specified by its four RETO variables {r, η, θ, ω}.

In addition to defining the RETO variables of the three
internal elements, we can also define a set of RETO variables
specifying the relative positions of the four terminal atoms, P and
O50 on the 50 end andO30 and P on the 30 end.We called these the
RETOX variables. The four atoms that define RETOX are colored
gray in Figure 5c. Similar to the single-nucleotide case in Figure 3,
two additional virtual torsion angles and ζ~ are needed to
determine how RETOX is oriented relative to the rest of the
chain outside.

If the internal structure of each RETO element is fixed, the
complete conformation of this three-nucleotide sequence can be
uniquely reconstructed if we specify theRETOcoordinates of each
element as well as the two virtual torsion angles between each pair
of connected RETO elements. These torsion angles are depicted
in Figure 5b. The two virtual torsion angles connecting RETOL

and RETOC are φ2, the O50�O30�P�O50 angle, and φ3, the
O30�P�O50�O30 angle. Similarly, the two virtual torsion angles
connecting RETOC and RETOR are φ4, the O50�O30�P�O50

angle, andφ5, theO30�P�O50�O30 angle. Together with RETOL,
RETOC, and RETOR, specifying these four virtual torsion angles
will uniquely define the complete conformation of the chain,
producing the final positions of O30 and P on the 30 end relative to
the positions of P and O50 on the 50 end.

In terms of the variables defined above, the inverse kinematic
problem of closing a three-nucleotide loop is to seek the
transformation RETOX f {φ2, φ3, φ4, φ5}, given known
RETOL, RETOC, and RETOR and fixed bond lengths and bond
angles. Once this problem is solved, the two virtual torsion angles
and ζ~ in Figure 5c are then trivially given by the native torsion
angleR on the 50 end and ζ on the 30 end plus some offsets, just as
in the single-nucleotide closure problem.

The solution of the problem RETOX f {φ2, φ3, φ4, φ5}
follows closely the single-nucleotide solution described in the last
section. The only difference is that the left, center, and right rigid
elements are now the RETOL, RETOC an RETOR in Figure 5,
instead of the three-atom segments shown in Figure 4. Other
than this, the rest of the solution is identical to the single-
nucleotide case, and its details will not be repeated again.

Figure 5. The three-nucleotide loop closure problem. (a) Drawing showing phosphate triangles in three consecutive nucleotides. (b) The RETO
representation of the left, center and right elements, each one containing a one-nucleotide segment. Their relative orientations are defined by four
intervening virtual torsion angles: φ2, φ3, φ4, and φ5. (c) The boundary conditions are specified by RETOX, which defines the geometry of the four
boundary atoms shown in gray for this three-nucleotide sequence. The orientations of the rest of chain to the left (the 5

0
end) and the right (the 3

0
end)

are specified by two additional virtual torsion angles and ζ~.
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At this point, it should also be clear that the solution described
above is applicable to not only a three-nucleotide loop, but it can
also be applied to close loops of any size. To close larger loops,
the only modification needed is to redefine the RETOL, RETOC,
or RETOR elements so that each may encompass more than
one nucleotide. For the three-nucleotide closure above, each of
the RETOL, RETOC, and RETOR elements contain only one
nucleotide, and we may call this a 1 þ 1 þ 1 closure. To close
larger loops, such a nine-nucleotide loop for instance, we may
take each of RETOL, RETOC, and RETOR to be a rigid three-
nucleotide sequence and perform a 3 þ 3 þ 3 closure. But the
same nine-nucleotide loop may also be closed using a 2þ 5þ 2
or a 2 þ 6 þ 1 closure or any other combination of sizes.
Furthermore, if desired, the closure may even be applied in a
cascading or a recursive manner. For example, wemay carry out a
1þ 1þ 1 closure for each of RETOL, RETOC, and RETOR and
then reclose the composite nine-nucleotide loop by a second 3þ
3þ 3 closure. Clearly, by using different combinations of single-
nucleotide and lL þ lC þ lR multinucleotide closures, we may
reclose loops of any arbitrary length.

4. MONTE CARLO ALGORITHMS USING MULTINU-
CLEOTIDE CLOSURE

We can incorporate the multinucleotide closure solution
above to construct a set of novel MC moves that are capable of
updating the conformation of an arbitrarily long RNA sequence.
We will consider three variants of this MC method, which differ
in complexity. In certain limits, they are related to the conrot
algorithm7�15 in various ways, but a driver angle is not used in
our method. We will describe each MC algorithm by referring to
the drawings in Figure 5, but it is important to remember that any
of the RETOL, RETOC, and RETOR elements may contain more
than one nucleotide.
4.1. Monte Carlo Variant MC1. This is the simplest of all

three MC variants. In this MC move, we will keep the RETOX

geometry as well all three internal RETO elements (L, C, and R)
rigid and let the closure select a new solution to reclose the loop
into a different conformation. Since we are not altering RETOX,
the rest of the chain to the left on the 50 end of the drawing in
Figure 5 as well that to the right on the 30 end are fixed during this
MC move. Because the internal structures of RETOL, RETOC,
and RETOR are also frozen, the reclosing of the loop may easily
be done by randomly picking one closure solution from among
the possible sets of {φ2, φ3, φ4, φ5} that solve the closure problem
with RETOX as the boundary condition. Because the constraints
are in the RETOX instead of in torsion angle space, a Jacobian is
involved. The Jacobian that is needed is

J ¼
����� Dðφ2,φ3,φ4,φ5Þ
DðrX, ηX, θX,ωXÞ

����� ð2Þ

for the transformation {φ2, φ3, φ4, φ5}f RETOX. This is more
easily computed from its reciprocal |∂(rX, ηX, θX, ωX)/∂(φ2, φ3,
φ4,φ5)| using numerical differentiation. ThisMCmove therefore
consists of three simple steps:
(1) Randomly select a residue as the starting point of the

RETOL element. Assign the next lL nucleotides to the
RETOL element, lC nucleotides to RETOC, and then lR
nucleotides to RETOR.

(2) With RETOX, RETOL, RETOC, and RETOR fixed, use a
multinucleotide closure to generate all loop solutions.
Randomly select one of the solutions to reclose the loop.

(3) Accept or reject the new loop conformation based on its
energy compared to the energy of the old state using the
Metropolis22 rule:

P ¼ min 1,
J0 expð � E0=kTÞ
J expð � E=kTÞ

� �
ð3Þ

where E is the energy of the old conformation, E
0
is the

energy of the new, J
0
and J are the Jacobians of the new

and old conformations, respectively, k is Boltzmann’s
constant, and T is the temperature.

Clearly, steps 1 and 2 generate the trial state with a symmetric
transition probability. Together with the Metropolis acceptance
criterion in step 3, this MC strictly satisfies detailed balance. The
lengths of each of the three RETO elements, lL, lC, and lR may
either be fixed or chosen randomly.
4.2. Monte Carlo Variant MC2. In the second MC variant, we

allow the internal RETO elements to be flexible while keeping
RETOX fixed. But instead of moving the variables {r, η, θ, ω} in
each of RETOL, RETOC, and RETOR directly, we simply apply
random displacements to each of their internal torsion angles to
arrive at a new RETO geometry for each element. For instance,
when applying this MC variant to a four-nucleotide sequence
using a 1þ 1þ 2 closure, we would randomly displace the β, γ,
δ, and ε torsion angles inside the RETOL and RETOC elements
first. This will generate new RETOL and RETOC geometries.
Then for the two-nucleotide-long RETOR, we will displace all
torsion angles between β of the first residue in RETOR and ε in
the last residue of RETOR. This would result in new geometries
for all three internal RETO elements, and we would then reclose
the loop for the fixed RETOX on the outside into a new loop
conformation. Since the density of conformational states is
uniform in torsion angle space, generating displacements for
RETOL, RETOC, and RETOR this way will not require an
additional Jacobian other than the one already used in MC1.
This MC move therefore consists of the following steps:
(1) Randomly select a residue as the starting point of the

RETOL element. Assign the next lL nucleotides to the
RETOL element, lC nucleotides to RETOC, and then lR
nucleotides to RETOR.

(2) Using the current geometries of RETOL, RETOC, and
RETOR, obtain the number of loop closure solutions N
with boundary condition fixed by RETOX.

(3) Apply random displacements to all internal torsion angles
in each of the RETOL, RETOC, and RETOR elements.

(4) With the new geometries for the RETOL, RETOC, and
RETOR elements, use a multinucleotide closure to
generate all new loop solutions for the fixed RETOX.
Let the number of new solutions be N0.

(5) Randomly select from one of the new solutions to reclose
the loop.

(6) Accept the new loop conformation using the probability:

P ¼ min 1,
N 0J0 expð � E0=kTÞ
NJ expð � E=kTÞ

� �
ð4Þ

It can be shown easily that this MC scheme strictly
satisfies detailed balance. The lengths of each of the three
RETO elements, lL, lC, and lR may either be fixed or
chosen randomly.
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4.3. Monte Carlo Variant MC3. In this third and final MC
variant, we keep the three internal RETO elements (L, C, and R)
frozen and allow only RETOX to move. To move RETOX, we
have no alternative but to displace {rX, ηX, θX, ωX} directly. So
we would reclose the loop using the original RETOL, RETOC,
and RETOR elements onto the new RETOX constraint. ThisMC
move therefore consists of the following steps:
(1) Randomly select a residue as the starting point of the

RETOL element. Assign the next lL nucleotides to the
RETOL element, lC nucleotides to RETOC, and then lR
nucleotides to RETOR.

(2) Using the current geometries of RETOL, RETOC, and
RETOR, obtain the number of loop closure solutions N
with boundary condition fixed by RETOX.

(3) Generate a trial RETOX by applying random displace-
ments to {rX, ηX, θX, ωX}.

(4) Displace the rest of the molecule on the 50 end external to
RETOX and on the 30 end so that their relative positions
and orientations are consistent with the trial RETOX.
Then apply random displacements to , which connects
RETOX to the rest of the molecule on the 50 end, and to
ζ~, which connects RETOX to the rest of the molecule on
the 30 end.

(5) Use a multinucleotide closure to generate all new loop
solutions for the new RETOX using the old RETOL,
RETOC, and RETOR geometries. Let the number of new
solutions be N0.

(6) Randomly select from one of the new solutions to reclose
the loop.

(7) Accept the new loop conformation using the probability:

P ¼ min 1,
N 0J0 expð � E0=kTÞ
NJ expð � E=kTÞ

� �
ð5Þ

It can be shown easily that this MC scheme strictly satisfies
detailed balance. The lengths of each of the three RETO
elements, lL, lC and lR may either be fixed or chosen randomly.

5. DISCUSSION

While it is straightforward to construct MC moves based on
the single- or multinucleotide closure solutions given above, the
practical usefulness of these MC moves in an atomistic simula-
tion is not guaranteed. In fact, our experience with loop-closure
MC simulations shows that the effectiveness of MCmoves based
on loop closure is often severely limited by steric problems. If we
start from an already folded conformational state in a long-chain
biomolecule, then steric collisions will certainly prevent most of
the new loop solutions from being accepted. Even though loop
closure has the potential to generate large-scale conformational
changes, the reality is that any trial loop conformation in a stericly
congested region of the molecule will produce so many new
steric overlaps that almost all trial conformations are rejected
most all of the time.

As a test, we have used MC variant MC1 on single-nucleotide
loops for a number of RNA structures in the PDB database. We
discovered that the acceptance rate of any single-nucleotide loop
conformations other than the native one is almost always zero.
This result should not be too surprising. Any new loop con-
formation other than the native one almost always cause too
many steric collisions, and if the loop is to be reclosed, then it will

almost always close back into the native conformation. There-
fore, MC1 would be a very ineffective choice for moving single-
nucleotide loop or very short loops. For these, MC2 or MC3
would be a better choice. In our MC simulations, we would use
MC3 exclusively for single-nucleotide closures. However, single-
nucleotide moves will only produce small-scale local motions
that are very similar to the thermal motions typically seen in a
molecular dynamics (MD) simulation. If an atomistic MC
simulation of RNAs is based on single-nucleotide MC3 moves
alone, then it will not be a very effective algorithm for studying
large-scale loop motions. Multinucleotide MC moves must
be added.

Using loop-closure MCmoves to close larger loops introduces
other problems. When we tried using MC2 or MC3 to reclose
loops with nine or more nucleotides starting from the native
structure of several RNAs in the PDB database, we discovered
that not only was excessive steric collisions a frequent problem
but also the loss of favorable base-pairing and base-stacking
interactions when the structures of the RETO elements are
altered leading to large energy costs. Therefore, while the MC
movesMC2 andMC3 allow the RNAmolecules to acquire larger
conformational changes than MC1, the energy cost associated
with this increased flexibility is mostly unfavorable. In fact, the
larger the amplitude of the random displacements in RETOL,
RETOC, RETOR, or RETOX we applied, the lower the accep-
tance rate became. So for reclosing loops larger than single-
nucleotide ones, we relied exclusively on MC1, which is the
simplest variant to implement numerically.

Since the majority of the new loop conformations are stericly
impossible when long loops are reclosed, loop-closure MC
simulations are intrinsically highly inefficient. If it was not for
the fact that these MC moves possess the unique capability of
generating large-scale motions that molecular dynamics or
regularMC simulations cannot see, they would have been useless
in a practical sense. In order to increase their efficiency and turn
loop-closure MC into a practical simulation tool, we have
considered various ways to try to speed up the computation.
Since the calculation of the total energy is one of the most
expensive operations in the algorithm, we tried to accelerate the
closure moves by detecting excessive steric overlaps early and
screening out stericly impossible closure solutions before their
full energies were calculated. To do this, we used a minimum
steric radius of 1.5 Å for each atom. If any pair of atoms in the new
loop solution come closer than twice the minimum steric radius,
then the configuration was rejected. This simple change drama-
tically reduced the overhead required for calculating the full
energy for conformations which were stericly too costly. With
this we were able to screen a much larger number of new loop
conformations with a smaller amount of computational effort,
making loop-closure MC a reasonably practical simulation
method for finding large-scale loop motions.

Furthermore, when large loops are reclosed, the choice of the
size of the L, C, and R RETO elements is arbitrary. Therefore, we
are free to try to find combinations of lL, lC, and lR that would
optimize the performance of the loop closure MC. If MC1 is
used, the three elements RETOL, RETOC, and RETOR are fixed;
therefore, the internal coordinates of all the atoms inside each
element are fixed relative to each other. Since the closure solution
rearranges these three elements, keeping each one as a rigid
structure, any base pairing or base stacking interactions internal
to any element will be preserved, while the base pairing or base
stacking interactions between two different RETO elements may
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be disrupted when the loop is reclosed into a new conformation.
Therefore, in order not to disturb the most favorable interac-
tions, the L, C, and R RETO elements could be chosen so that
there are no strong base pairing or base stacking interactions
between different RETO elements. The details of how this idea
may be implemented in a rigorous MC algorithm will be
addressed in a forthcoming paper.

Since the main purpose of this paper is to demonstrate how
loop closure solutions may be used to design a set of MC moves
to study large-scale loop motions in RNAs, we will only present
results from aMC simulation where lL and lR are preselected and
fixed, while lC is chosen randomly. In this simulation, we chose
RETOL and RETOR to be three nucleotide long each. From our
experience, the segment lengths lL = lR = 3 are long enough to
provide the loop to be reclosed with adequate flexibility. In this
way, the RETOL and RETOR elements are essentially acting as
hinges that could allow the RETOC element to unfold. Because
closure requires at least one nucleotide on the left and right

outside of RETOX and because RETOL and RETOR take up
three nucleotide each, while RETOC must have a minimum of
one nucleotide, the length lC can be chosen randomly according
to lC = int(R� [L� 9])þ 1, where R is a uniformly distributed
random number between 0 and 1, and L is the sequence length of
the RNA. We will call this a 3 þ R þ 3 MC1 move because it
employs MC variant 1 with fixed lengths lL = lR = 3 for RETOL

and RETOR and a random length lC for RETOC.
Figure 6 illustrates the unfolding of a stem loop in a small

RNA fragment by a 3þ Rþ 3MC1move. In every MC pass of a
3 þ Rþ 3 MC1 move, the first residue of RETOL as well as the
length lC were selected randomly according to the criteria given
above. Corresponding to these choices, RETOC and RETOR

elements were then determined. A loop closure MC move was
then carried out using MC variant 1 described in Section 4.1.
Figure 6b gives an example of a new loop conformation derived
from a 3 þ R þ 3 loop closure MC1 move, showing that the
three-nucleotide RETOL and RETOR elements provide the loop

Figure 6. Sample conformations illustrating the effect of a 3þ R þ 3 MC1 move on a nucleotide segment: (a) The RETOL and RETOR elements
randomly selected by this MC move. (b) New conformation generated by reclosing the loop with a rigid RETOC in between. (c) Another new
conformation generated using a similar loop-closure MC move.

Figure 7. (a) Three-dimensional tertiary structure of the hammerhead ribozyme with a bound substrate (PDB code: 2GOZ). The substrate is the
shorter chain, with its 50 end on the helix colored red (lower left of the figure), going through the nucleolytic site colored green, passing through the stem
region colored purple, and finally ending in another stem region colored yellow (top of the figure). (b) Secondary structure corresponding to the three-
dimensional structure in (a) using the color coding adopted from Martick and Scott.23 (Portions of this and other figures in this paper were generated
using VMD).24
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with sufficient conformational flexibility for it to unfold. Figure 6c
shows another unfolded conformation of the same loop derived
from the same loop-closure MC move.

6. EXAMPLE: UNFOLDING OF THE HAMMERHEAD
RIBOZYME

In this section, we present MC simulation results to demon-
strate how loop closure MC moves may be used to study large-
scale loop motions in RNAs. The molecule we have chosen for
the test is the full-length Schistosoma hammerhead ribozyme with
a bound substrate, whose structure was determined recently by
Martick and Scott23 (PDB code: 2GOZ). The three-dimensional
folded structure of the molecule is shown in Figure 7a with its
secondary structure given in Figure 7b, and the color coding has
been adopted from Martick and Scott’s paper. Together, the
ribozyme and substrate contain 63 nucleotides in two chains, A
and B, with approximately 2000 atoms in total. The substrate is
the shorter chain B, which in Figure 7a is positioned in the front.
In the folded structure, the bulge in stem I interacts with the loop
in stem II via a number of tertiary contacts.

The results described below were obtained from a 298 K
simulation using 3 þ R þ 3 MC1 moves plus single-nucleotide
MC3 moves with an all-atom model for the hammerhead as well
as the substrate. Potential energies were evaluated using the
Amber ff98 force field25,26 and generalized Born/surface area
(GB/SA)27,28 to model the solvent, with no explicit counterions.
Without counterions, the native folded state may no longer be
the most stable conformation in the simulation because coun-
terions are known to be essential for RNA folding, and the native
state may therefore unfold during the simulation.

To demonstrate that the loop closureMCwe have proposed is
useful for simulating large-scale loopmotions in RNAs, we used it
to investigate the possible unfolding motions of the hammerhead
ribozyme. We carried out 256 independent simulations each
starting with the same native structure. Each run consisted of
1000 MC passes, with one pass defined as the molecule having
attempted oneMC3 single-nucleotide move for each residue and
N/(3 þ lC þ 3) 3þ lC þ 3 MC1 moves for the entire molecule,
where lC was chosen randomly for each pass according to the
procedure described in the last section, with the total sequence
length of the molecule L = 63. At the end of each run, we
examined the degree of unfolding of the final structure by
computing its root-mean-square deviation (rmsd) from the
native folded state using all atoms in the molecule.

The rmsd data from the simulations are summarized in
Figure 8, which shows a histogram of all the results. While a
majority of the final structures were very similar to the native
folded state (with rmsd <3 Å), there were also a significant
number of final structures having rather different conformations
from the native state. The final structures obtained from the MC
simulations fall into several overlapping but identifiable clusters.

First, structures in cluster A with rmsd between 0 to 3 Å are
those conformations that are similar to the native state. Struc-
tures in this cluster account for almost 70% of the final popula-
tion. An example of a structure in this cluster is shown in
Figure 9A.

The second cluster with the most distinctive structures is label
E in Figure 8. These have rmsd between approximately 21 and 28
Å from the native state. A typical structure from this cluster is
shown in Figure 9E, with the native conformation in translucent
orange superposed on it. Structures in this cluster are

characterized by the complete unfolding of stem II in chain A,
with one hinge (RETOL) in the uridine turn (purple, chain A)
and the other (RETOR) in stem III (red, chain A). This class of
structuresmay be important conformational intermediates which
act as gateway states to the correct positioning of the enzyme for
it to carry out the nucleolytic reaction it is to catalyze.

Structures in cluster B are similar to those in cluster E, but they
are characterized by the partial instead of complete unfolding of
the stem loop structure in stem II. An example is shown in
Figure 9B, with the native structure in translucent orange super-
posed. For structures in this cluster, the unfolding of stem II is
achieved with both hinges (RETOL and RETOR) on stem II
(cyan, chain A). The catalytic site in these structures are largely
intact.

The rest of the clusters in Figure 8, namely C, D, and F, were
derived from the native state via a very different type of loop
motions. While the multinucleotide loop closure solution de-
scribed in Section 4 has been developed to reclose a chain with a
contiguous backbone, an interesting feature is that the same
algorithm may actually be used to reclose a segment that spans
two or more disjoint chains. For example, if the beginning and
end of the RETOC element happen to be chosen such that
RETOC straddles two different chains, reclosing the loop using
MC1 will intrinsically preserve the relative coordinates of both
segments in the interior of RETOC, even though they belong to
disjoint chains. In this way, if the molecule consists of two or
more chains, rigid segments containing residues from multiple
chains may bemoved at the same time usingMC1. Figure 9C and
D shows two examples of structures derived from MC moves of
this type. The structures belonging to clusters C and D in
Figure 8 primarily come from the unfolding of stem I, which is
formed from the hybridization of chains A and B. The example
shown in Figure 9C came from the bending of a short section of
stem I, using one hinge on chain A (purple) and another hinge on
chain B (yellow). The one in Figure 9D involves the unfolding of
stem I outside the uridine turn, with one hinge on chain A
(purple) and the other on chain B (purple). Structures falling
under cluster F in Figure 8 are also derived from a similar

Figure 8. Histogram showing rmsd of final structures derived from 256
independent MC simulations of the hammerhead ribozyme starting
from the native conformation. The simulations were carried out using
only single-nucleotide MC3 moves plus 3 þ R þ 3 MC1 loop closure
moves, with rigid bond lengths and bond angles. The final structures fall
into six identifiable clusters, labeled A�F.
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interchain loop closure move, but they involve hinges from the
two different chains very close to the nucleolytic site, which is
colored green, with one hinge on the uridine turn (purple, chain
A) and the other bing on stem III (red, chain B). This kind of
loop motions leads to a complete unraveling of the catalytic site.

Since the histogram in Figure 8 was derived from an equilibrium
sampling of the conformations of themolecule, the logarithmof the
population should be proportional to the negative of the free energy
divided by kT. Therefore, Figure 8 could be interpreted as a picture
of the probability of the conformation as a function of rmsd away
from the native state. However, we will refrain from taking this
interpretation, since the potential energy functionwe have used is at
best incomplete without a rigorous treatment of the counterions,
and by using only two loop-closure MC move (3 þ R þ 3 MC1
and single-nucleotide MC3), the conformations sampled in the
simulations may not have been completely equilibrated. None-
theless, the results in Figure 8 show a close correspondencewith the
experimental results obtained by Liley et al.29�31 using fluorescence
resonance energy transfer measurements, which show that in the
absence of added salt the hammerhead unfolds into an extended
three-way junction. This is consistent with the distribution in
Figure 8 as well as some of the extended structures in Figure 9
identified by the simulations. This example has clearly demon-
strated the feasibility of loop closure MC for investigating large-
scale loop motions in RNA simulations.

7. CONCLUSION

In this paper, we have described the formulation of a loop
closure problem that is applicable to multinucleotide loops of
arbitrary lengths in RNAs. By representing the boundary con-
straints in the original loop closure problem using a new set of
variables called the RETO coordinates, the original six-variable/
six-constraint closure problem can be reduced to a simpler four-
variable/four-constraint problem. This generalization permits a

simple solution of the multinucleotide loop closure problem. In
various limits, this formulation is related to the conrot algorithm
and the rebridging MC method. Using this generalized solution,
we have developed new MC algorithms that are able to reclose
loops of any arbitrary lengths to study large-scale loopmotions in
an all-atom RNA simulation. We have demonstrated the feasi-
bility of the proposed method on the hammerhead ribozyme
with a bound substrate and have shown that the simulation
produced a large diversity of loop reconfigurations which were
otherwise difficult to obtain from a conventional molecular
dynamics or MC simulation.
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ABSTRACT: The combination of theoretical models of macromolecules that exist at different spatial and temporal scales has
become increasingly important for addressing complex biochemical problems. This work describes the extension of concurrent
multiscale approaches, introduces a general framework for carrying out calculations, and describes its implementation into the
CHARMMmacromolecular modeling package. This functionality, termed MSCALE, generalizes both the additive and subtractive
multiscale scheme [e.g., quantummechanical/molecular mechanical (QM/MM)ONIOM-type] and extends its support to classical
force fields, coarse grained modeling [e.g., elastic network model (ENM), Gaussian network model (GNM), etc.], and a mixture of
them all. The MSCALE scheme is completely parallelized with each subsystem running as an independent but connected
calculation. One of the most attractive features of MSCALE is the relative ease of implementation using the standard message
passing interface communication protocol. This allows external access to the framework and facilitates the combination of
functionality previously isolated in separate programs. This new facility is fully integrated with free energy perturbation methods,
Hessian-based methods, and the use of periodicity and symmetry, which allows the calculation of accurate pressures. We
demonstrate the utility of this new technique with four examples: (1) subtractive QM/MM andQM/QM calculations; (2) multiple
force field alchemical free energy perturbation; (3) integration with the SANDER module of AMBER and the TINKER package to
gain access to potentials not available in CHARMM; and (4) mixed resolution (i.e., coarse grain/all-atom) normal mode analysis.
The potential of this new tool is clearly established, and in conclusion, an interestingmathematical problem is highlighted, and future
improvements are proposed.

1. INTRODUCTION

Although computational methodologies have improved vastly
over the last 10 years, it has become blatantly obvious that the
most commonly employed techniques are not ideal for solving
the challenging problems that exist at the interface of biology,
chemistry, physics, and medicine. Many of the most important
events surrounding biomedical processes take place on different
time and length scales. For example, electronic excitations
typically occur on the femto to picosecond time scale whereas
aggregation, folding, and diffusion events can range in time from
microseconds to hours.1 This corresponds to approximately 10
orders ofmagnitude in the spatial regime and 15 orders ofmagnitude
in the temporal regime.

In the past these multiple (time and length) scales have by and
large been treated independently. The most notable exception is
the coupling of quantum and classical (i.e., molecular mechan-
ical) mechanics in a hybrid quantum mechanical/molecular
mechanical (QM/MM) treatment. This scheme, which was first
devised by Warshel and Levitt2 with subsequent work by Singh
and Kollman3 and Field, Bash, and Karplus,4 involves division of
the system of interest into three regions. The first region is
treated with quantum mechanics, while the larger second region

is described with MM. The third region is the smallest and
describes the boundary between the QM and the MM sections.
Inspired by the success of this methodology, Morokuma and co-
workers introduced a general approach to coupling different
levels of theory dubbed the ONIOM method.5

The term multiscale modeling typically describes the use of
disparate methods to solve problems that span methodological,
temporal, or spatial scales. For example, hybrid QM/MM
schemes utilize two different methodological scales. It is gen-
erally accepted that there are two main approaches used in
multiscale modeling: sequential and concurrent.6,7 The sequen-
tial multiscale treatment employs more accurate models that are
then used to parametrize coarser ones. Coarse grained (CG)
molecular dynamics (MD) simulations is one area where the idea
of sequential multiscale modeling has been particularly useful. In
general, coarse graining seeks to accurately represent a system
with a reduced number of degrees of freedom. Examples of this
include treating an atomistic amino acid residue as a single or
series of beads (e.g., BLNmodel) or representing an R carbon as
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an elastic or Gaussian network [e.g., elastic network model
(ENM), Gaussian network model (GNM), etc.].8�24 In these
cases the sequential, force-matching approaches can significantly
improve results as they typically use classical atomistic simula-
tions to derive coarse grain parameters that ideally reproduce the
desired properties of the parent system.25�27 The other main
approach is concurrent multiscale modeling which is exemplified
by the hybrid QM/MM scheme; instead of using one model to
improve another, both models are executed simultaneously on
different parts of the system. Further, concurrent modeling can
be subdivided into additive and subtractive approaches with the
contrasting ways used to couple QM and MM methodologies
perfectly highlighting the two subcategories.

The original QM/MM scheme from Warshel and Levitt is an
additive concurrent approach where the interactions that couple
the QM region to the MM region are comprised of a hybrid
Hamiltonian (including polarization effects from the MM re-
gions) that are “added” to the total energy of the system:

Ĥeff ¼ ĤQM þ ĤMM þ ĤQM=MM ð1Þ
where ĤQM is the pure QM Hamiltonian, ĤMM is the classical
Hamiltonian, and ĤQM/MM is the hybrid QM/MMHamiltonian.
In contrast, Morokuma and co-workers developed a subtractive
approach where the interaction between the QM and MM
systems is described only at the MM level of theory:

EONIOM ¼ EMM
real þ EQMmodel � EMM

model ð2Þ
where the final EONIOM is the final extrapolated energy and is
meant to approximate the full system treated at the QM level of
theory. The first term on the right-hand side describes the “real”
system, which is comprised of all the atoms (treated at the lowest
level of theory, MM). The second term on the right-hand side is
the energy of the model system (i.e., the region treated at the
highest level of theory, QM), while the final term repeats the
model system calculation, however, only treated at the low level.
This final term is needed to prevent double counting of the
model system. Note the fundamental difference between the
additive and subtractive methodologies here; the final term in
eq 1 describes the interactions between the QM andMM regions
directly, however, in eq 2 this interaction is completely encom-
passed as part of the first term (Ereal

MM). The subtractive scheme is
sometimes referred to as “mechanical embedding.” It should be
noted that this incarnation of the ONIOM scheme does not
accommodate direct polarization of the model region by the
remaining portion of the system, however, improvements to this
scheme have been developed to overcome this weakness.28

In general, it is believed that the additive approach is more
robust and accurate, however, that is predicated on deriving and
implementing the hybrid coupling term which can in practice be
rather difficult.29,30 Therefore, the subtractive approach has the
attractive features of being both conceptually easy to understand
and implement. Additionally, further development has been
carried out to extend the subtractive QM/MM approach with
ideas from the additive scheme (i.e., electronic embedding).28

Although QM/MM is clearly the most widely utilized multi-
scale method, the modeling community continues to clamor for
more general approaches. A recent review correctly highlights
this point: “very few packages implement the CG and coarser
models, and even fewer integrate more levels in a fully multiscale
software. An effort in this direction would be very useful and
would promote the use of multiscale approaches.”6

In the following sections we describe such a general frame-
work, called MSCALE. We briefly review the conceptual basis of
our current multiscale approach and describe the implementa-
tion of this scheme within CHARMM.31 Periodic systems and
symmetry are fully supported within this framework. The Results
and Discussion Section highlights four representative examples
that showcase a range of the functionality supported by
MSCALE. The first example will highlight the use of MSCALE
as a general subtractive, either QM/MM or QM/QM, engine.
The second example will demonstrate the ability to combine
multiple classical force fields into a single calculation and inter-
face into the alchemical free energy perturbation module of
CHARMM. A third case will describe the implementation of
AMBER’s SANDER module and the TINKER software suite as
“servers” to CHARMM’s MSCAle command. This functionality
allows CHARMMusers a general way to access features exclusive
to AMBER or TINKER (e.g., implicit water models, polarizable
force fields) and can easily be extended to support new devel-
opments in both programs. The final example will showcase the
ability to perform a mixed model normal mode analysis (NMA)
by combining both atomistic and CG treatments.

2. COMPUTATIONAL DETAILS

The current work describes the extension of concurrent
multiscale approaches and introduces a general framework called
MSCALE to access this functionality, which has been fully
implemented in CHARMM via the MSCAle command. Through-
out this paper, MSCALE will be used to refer to the general
framework, while MSCAle refers to the specific CHARMM com-
mand. Thismultiscale approachmakes the coupling of both additive
and subtractive schemes possible within a single framework and
allows for both types of methods to be used in a single calculation.

To actually perform an MSCALE calculation, the MSCAle
command is invoked by the user, followed by one or more
SUBSystem commands to define the different structural regions
of the calculation. An executable must be given along with an input
file, output file path, weighting coefficient of the subsystem, other
optional parameters, and an atom selection (i.e., atomic coor-
dinates) as arguments to the SUBSystem command. The executable
may be any MSCALE-compatible program (although not all
features are supported on codes other than CHARMM). Examples
of optional arguments to SUBSystem are the CRYStal keyword to
specify that periodic image data should be transmitted and the
NPROC argument, which specifies how many processors the
subsystem should use in a parallel/parallel calculation. Example
input scripts are given in the Supporting Information.

Once all subsystems are defined, the user can perform calcula-
tions as usual. The calculation is executed in a parallel client/server
fashion (Figure 1), with basic communication being handled by
version 2 of the standard message passing interface (i.e., MPI-2).32

The “client” acts as the controlling process with “server” calculations
being spawned based on the SUBSystem commands entered by the
user; one server is launched for each defined subsystem using the
executable, atom selection, and other parameters specified by the
user. This spawning is done through theMPI_Comm_spawnMPI-2
routine. The client stores the MPI intercommunicator needed to
transfer data to and from the newly spawned server. Whenever the
energy, gradient, or Hessian is required, the client sends each server
the coordinates it needs and, if necessary, other data such as unit cell
dimensions for a periodic system via an MPI broadcast on that
server's intercommunicator. It then waits to receive the energy,
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gradient, and optionalHessian elements (the virial is also transmitted
for periodic systems) from each server, scales them by the specified
subsystem coefficient, and adds them to those terms calculated by
the client. If it is not desired to include the terms calculated on the
client in the final energy, CHARMM’s SKIPe or BLOCk commands
can be used to discard them.

Currently, only CHARMM31 is supported as the client with
the server calculations being able to employ either CHARMM,
TINKER,33,34 or the SANDER module of AMBER35 as servers
directly through MPI calls. Periodic systems are not fully
supported for non-CHARMM servers, but this functionality will
be added in the future. There is an additional set of quantum
chemical programs that are supported as servers. These packages are
interfaced through external wrappers that handle MPI communica-
tion. At this time the followingQMpackages are supported this way:
NWChem,36 Molpro,37 PSI3,38 and Gaussian 03/09.39 It should be
noted that all of CHARMM’s “built-in” QM packages (e.g.,
Q-Chem,40 GAMESS-US,41 GAMESS-UK,42 SCC-DFTB,43

MNDO,44 QUANTUM,4 and SQUANTUM,45 etc.) are supported
directly via MPI. Using this functionality both additive and sub-
tractive methodologies can be combined in a single calculation.

In a mixed scale calculation, coarse grained centers can be
handled by either colocating themwith a center from the all-atom
model (e.g., a CR) or by connecting them through constraints or
restraints. For example, CHARMM’s LONEpair facility can be
employed to constrain a single CG center to be located at the
center of mass of a group of atoms.31 Using one of these two
options we have defined a general procedure for mixing models
of different resolution.

In this manner, MSCALE supports multiple independent, but
connected, calculations. The user is free to define an unlimited
number of subsystems (i.e., layers) and assign arbitrary coefficients to
combine them. The individual calculations are run as separate
processes, usually on different computers (e.g., on a Beowulf style

cluster).46 For example, the typical subtractive QM/MM approach,
(i.e., executed as an ONIOM-type calculation) would have a
coefficient matrix as such:

Real model
MM 1 �1
QM 0 1

with the final energy expression being that of eq 2. Using the
MSCALE utility, this general approach can be extended to arbitrary
levels of theory (i.e., QM, MM, coarse grain, etc.) and arbitrary
numbers of subsystems. An example of a four-layer subsystemmatrix:

Full Big Medium Small
$ 1 �1 0 0
$$ 0 1 �1 0
$$$ 0 0 1 �1
$$$$ 0 0 0 1

where the left side of the matrix represents the cost of level of theory
(increasing from top to bottom), and the top represents the size of
the system (increasing from right to left). This matrix yields the
following MSCALE energy:

EMSCAle ¼ EFull$ þ ðEBig$$ � EBig$ Þ þ ðEMedium
$$$ � EMedium

$$ Þ
þ ðESmall$$$$ � ESmall$$$ Þ ð3Þ

Using this equation, one can easily derive the force and the Hessian
expressionswith the proper link-atomprojections.47,48More complex
multiscale systems can be set up that involve a combination of
additive and subtractive schemes. This can be done easily, without
any need for reprogramming, and there is effectively no limit to the
number of different subsystems.

The coefficients on the subsystems are not just used for
ONIOM-type calculations. They may also change dynamically
based on the λ values used in CHARMM’s alchemical free energy
PERTurbation procedure.31 This method calculates the free
energy difference (ΔG) between two molecular systems. To
do so, an initital system (the λ = 0 state) is defined, and then
some change (e.g., changing the protonation state of a titratable
amino acid) is made to define a second state (the λ = 1 state). A
MD simulation is then run during which λ is gradually moved
from 0 to 1. The free energy difference between these two end
states may then be estimated by thermodynamic integration49

(thermodynamic perturbation is also supported). With MSCAle,
subsystems may be given a weighting of λ or 1� λ, which allows
the contribution of these subsystems to the total energy to
change over the course of the simulation. When energy terms
are scaled by λ or 1� λ, derivatives of the energy and forces with
respect to λ are computed and applied appropriately. This allows
MSCALE to be fully compatible with other free energy methods
in CHARMM. Compatibility of MSCAle and PERT is important
because until now the PERT facility has been limited in
functionality, and in many cases, the direct implementation of
new methods in PERT was both conceptually and technically
challenging. Now, using MSCAle individual CHARMM (or
other programs as described above) processes can be spawned
that are not dependent on the limited PERT module. One
example of this is the use of additive QM/MM; it was not until
recently that PERT supported an ab initio QM program.50 How-
ever, with MSCAle all currently supported quantum packages in

Figure 1. Illustration of the subroutine calling sequence of the
MSCALE facility, showing the information flow of a typical energy
(ENER), minimization (MINI), or normal mode analysis (DIAG)
calculation. The broadcast and receive routines handle both coordinate
and energy/gradient communication. Routines in blue are executed on
the main processor (client), while those in yellow take place on the
subsystems (servers). Thin black lines represent information being
passed between subroutines where the thick black lines represent MPI
calls and the sharing of information between the controlling client
process and the server process, which acts only as an energy, force, or
Hessian engine. The EMSCALE subroutine is called twice from
CHARMM’s main energy routine, once at the beginning to send the
data to the servers and again at the end to receive the energy, force, etc.
terms from them. Therefore, the servers and the clients are performing
calculations in parallel. Further details of howMSCALE is implemented
is given in the Supporting Information.
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CHARMMwill have access to free energy perturbation. Another
example is that, until this development, the only alchemical
changes that could be studied with PERT are those that could be
represented by a structural change (e.g., changing the type or
connectivity of an atom or group of atoms). Because each
subsystem is entirely independent under MSCALE, non-structure
based changes (e.g., changing force field parameters or even
the entire force field) can be made. This is demonstrated below
with an example of estimating the change of ΔG of solvation
in moving a system from the CHARMM22 force field51 to the
AMBER99SB force field.52

Initially, one thinks about mixing atomistic and CG models,
but this facility will allow the mixing of multiple CG models as
well. An example of this would be the combination of a 1 site
ENM with a 1 or multisite beaded CG model. An interesting
application of this could be to study protein�protein interac-
tions where the beaded model can better describe local interac-
tions, while the ENM ensures proper protein structure.
Additionally, two atomistic models can be combined just as
easily. For example, there is great need in the biomedical
engineering community to be able to model protein�surface
interactions with a consistent approach.53�56 This facility allows
for using a proper materials-based potential while combining that
with state-of-the-art biological force fields, like CHARMM,
AMBER, OPLS, etc.

The MSCALE framework and its implementation in
CHARMM fully support periodic systems, as mentioned above.
The accurate single-sum pressure calculation is used.31,57 This
single-summethod can be used in CHARMMwithout MSCALE
support, since image atom positions are explicitly treated and
used when computing the internal virial. This avoids objections
to this methodology that have been raised in previous work.58

Within CHARMM’s MSCAle implementation, there is support
for constant pressure and temperature simulations even when the
“servers” do not support virial calculations.

As alluded to above, MSCALE currently supports analytic and
finite difference energies, forces, and Hessians (Currently, only
Q-Chem supports QM and QM/MM Hessians). Therefore,
minimization, dynamics, and normal mode analysis are all
possible within this framework. In the following section several
examples of this functionality will be presented. It should be
stressed that the goal of this effort is to provide an extensive and
flexible tool for multiscale modeling, as opposed to a single tool
with a dominant focus on performance. The use of multiple
processes allows for simple parallelization that can enhance
performance, but communicating selected coordinates and as-
sociated energies, forces, and optionally Hessian terms on every
step does entail a performance cost. CHARMM’s MSCAle

implementation does allow subsystems to be run on multiple
processors if the server program has been parallelized.

3. RESULTS AND DISCUSSION

3.1. SubtractiveQM/MMandQM/QM. SubtractiveMSCALE
calculations of pentane in its trans�trans (tt), trans�gauche (tg),
gauche plus�gauche plus (gþgþ), and gauche plus�gaucheminus
(gþg�) conformations (Figure 2) were performed. All QM/MM
and QM/QM calculations utilized the Q-Chem/CHARMM50

or SCC-DFTB/CHARMM43 interfaces. All “high-level” QM
results were obtained at the MP2/cc-pVDZ level of theory,
except for the full-QM results for which MP2/cc-pVTZ was
used. The CHARMM force field was used for MM and the
semiempirical SCC-DFTBmethod employed as the “low-level”
QM in QM/QM calculations. The MP2/cc-pVDZ level
was chosen as to be comparable to previously published
work.59 All subtractive calculations were repeated four times
with 1, 2, 3, and 4 methyl groups included as part of the QM
region (Figure 2). The single link atom (SLA) boundary
scheme coupled with the LONEpair facility, to ensure colinear-
ity of the link atom, was used for all additive QM/MM
calculations. Results were obtained by performing 50 steps of
steepest descent minimization followed by adopted basis New-
ton Rhapson (ABNR) minimization until reaching a root mean
squared gradient (GRMS) tolerance of 0.001 kcal/mol Å2

except for the full QM case, which was minimized in Q-Chem
to a gradient tolerance of at least 1.5� 10�5 hartree/bohr using
theMP2/cc-pVDZ level of theory. Full QM, additive QM/MM,
subtractive QM/MM, and subtractive QM/QM energy differ-
ences of all conformations are reported in Table 1. In all cases
the tt conformation was the global minimum with the tg, gþgþ,
and gþg� energy differences progressively increasing.
One area of interest that can be addressed from these results

centers around the recent hypothesis of adjacent gauche
stabilization.59 Klauda et al. found that adding a single gauche
state to an alkane resulted in a 0.54�0.62 kcal/mol penalty.
Further, they reported adding a second gauche state of the same
sign required 0.22�0.37 kcal/mol of energy while adding one of
opposite sign cost 2.49�2.85 kcal/mol. Examining theΔEs from
Table 1 reveals several trends.
Beginning with the tt�tg conformational change it is clear

from all results that treating only the terminal methyl group
classically overestimates theΔE (∼0.68 kcal/mol). This is in part
due to the neglect of long-range dispersive interactions between
the terminal methyl groups which occurs in all three models.
Specifically, this is a result of the energy differences of the MP2
subsystem (CH3�CH2�CH2�CH3), 0.67 and 0.65 kcal/mol

Figure 2. Conformations of pentane.
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for the subtractive QM/MM and QM/QM, respectively. The
additiveQM/MMcasemirrors this since the electrostatics on the
terminal methyl group are excluded (vide infra).
The subtractive results, going from two to four methyl groups,

converge relatively smoothly toward the results of the low level of
theory (i.e., MM and SCC-DFTB, respectively). However, there
is significant variation in the additive QM/MM results. This is
easily explained as an artifact of the SLA approach coupled with
excluding group electrostatics (EXGR), which is a standard
scheme for preventing over polarization in QM/MM calcula-
tions. Although this clearly leads to underestimation of energy
differences, it is fairly consistent throughout all conformations.
Further, Das et al. showed this effect can be mitigated easily by
using more advanced link atom approaches (e.g., delocalized
Gaussian MM charges).60

Next, examining the tt�gþgþ ΔEs leads again to clear trends.
For example, the subtractive QM/MM calculations fail to
reproduce the adjacent gauche penalty (0.22�0.37 kcal/mol).
This results from a combination of both the neglect of dispersive
effects and overestimation by the underlying force field, Table 2.
Due to the correct handling of dispersion at the MP2 level of
theory and explicit polarization, it is clear why additive QM/MM
does a better job of reproducing this subtle effect. The other
subtle effect at play here is the adjacent gauche destabilization
which results in an ∼2.81 kcal/mol ΔE between tt and gþg� .
Again, additive QM/MM handles this interaction relatively well
as does subtractive QM/MM; largely due to parametrization of
the CHARMM force field, ΔE (tt�gþg�) = 2.82 kcal/mol.
However, the problem with incorrect treatment of dispersion
pops up again; SCC-DFTB ΔE (tt�gþg�) underestimates this
by nearly 0.5 kcal/mol.
Overall, the results indicate that the additive and subtractive

QM/MM and QM/QM methods both do a reasonable job of
reproducing the energy surface for alkane molecules at a sub-
stantially lower computational cost. However, specific choices of

model systems and levels of theory can lead to incorrect
descriptions of subtle effects. Use of the subtractive method with
MSCALE allowed for combined quantum mechanical and
semiempirical calculations, which are not possible with pre-
viously existing methods in CHARMM.
3.2. Free-Energy Perturbation. The PERT module in

CHARMM is a single topology-based potential implemented
to calculate alchemical and/or conformational free energies.
CHARMM’s MSCAle implementation has been integrated with
this module and vastly expands the features compatible with PERT.
All MSCAle þ PERT simulations were run without SHAKE
constraints unless otherwise noted, but the use of SHAKE with
MSCAle is supported. Basic PERT functionality was tested with
MSCAle using two simple systems. The first examined migration of
the hydroxyl group (�OH) of methanol (CH3OH) using the
CHARMM22 force field.51 For the PERT run, 16.4 ns (ns) of
vacuum MD was carried out using a 1 fs time step. The alchemical
process was divided into 41 windows, each running 400 picosce-
conds (ps) with the first 200 ps being used for equilibration and final
200 used for collecting statistics. Lambda (λ) was increased by 0.025
at each window; this yielded a net free energy change (ΔG) of
effectively 0, as would be expected. TheΔG as a function of PERT
window is shown in Figure 3A.
The second simple test was reversing the chirality of a single

alanine molecule (R f S). For this simulation, 82 ns of Langevin
dynamics (LD) was run with a collision frquenct of 2 ps�1; again
utilizing 41 windows (Δλ = 0.025) with 2 ns of dynamics per
window (1 ns for equilibration and 1 ns for data collection). Once
again, the total free energy change was effectively 0, as would be
expected. For validation the calculation was repeated with two
different random seeds, and all simulations yieldedΔG valueswithin
a few hundredths of a kcal/mol from 0.
To extend this functionality to a more novel application, we

examined the alchemical free energy of an alanine dipeptide moving
from the CHARMM22 to AMBER (AMBER99SB) force field (as
implemented in CHARMM).31,51,52 This was carried out in both
vacuum and solvent using AMBER’s version of the TIP3P water
model. A consistent water model was used for both force fields to
prevent solvent free energy changes from dominating the totalΔG .
For both force fields, nonbonded interactions were calculated in full
applying no cutoffs.
To validate the methodology, the vacuum structure was

minimized to the C7 equatorial conformation, and a free energy
perturbation calculation, changing the CHARMM22 to the AM-
BER99SB force field, was carried out. For the dynamics, LDwas run
at 0 K for 168 ns with a Langevin collision frequency of 1 ps�1. The
simulation consisted of 21 windows running 8 ns each with only the
last 7 ns being used for data collection. Cut-offs were disabled by
setting the nonbonded cutoff to 996 Å. Under these conditions, the
measured ΔGCHARMMfAMBER was �6.15 kcal/mol, which is
effectively identical to the difference in potential energy between
theCHARMMandAMBER99SB force fields for this conformation,

Table 2. Conformational Energy Differences Between the tg
and gþgþ States. a

level of theory ΔE

MP2/cc-pVDZ 0.24
SCC-DFTB 0.45
CHARMM 0.53

aThese highlight the effect of level of theory on adjacent gauche
stabilization.

Table 1. EnergyDifferences in kcal/mol between theOptimized
Trans�Trans Conformation (tt) and the Trans�Gauche (tg),
Positive Gauche�Positive Gauche (gþgþ), and Positive-
Gauche�Negative Gauche (gþg�) Conformations of Pentanea

N tg gþgþ gþg�

Additive QM/MM
1 (CH4) 0.62 1.07 2.79
2 (CH3CH3) 0.28 0.82 2.59
3 (CH3CH2CH3) 0.48 0.61 2.73
4 (CH3CH2CH2CH3) 0.68 0.96 2.95

Subtractive QM/MM
1 (CH4) 0.60 1.13 2.83
2 (CH3CH3) 0.56 1.10 2.78
3 (CH3CH2CH3) 0.55 1.05 2.97
4 (CH3CH2CH2CH3) 0.68 1.22 3.04

Subtractive QM/QM
1 (CH4) 0.47 0.92 2.32
2 (CH3CH3) 0.43 0.89 2.26
3 (CH3CH2CH3) 0.53 0.95 2.36
4 (CH3CH2CH2CH3) 0.68 1.14 2.66
full QM 0.56 0.80 2.81
full SCC-DFTB 0.47 0.92 2.32
full MM 0.60 1.13 2.82

aThe leftmost column (N) indicates the number of groups represented
at theMP2/cc-pVDZ level of theory. QM/QM refers to mixedMP2/cc-
pVDZ - SCC-DFTB calculations.
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as would be expected with 0 K dynamics where entropic effects are
nonexistent.
The vacuum structure was also run under the same PERT

setup with LD at 300 K and a collision frequency of 1 ps�1. In this
caseΔGCHARMMfAMBER was�5.39 kcal/mol (ΔG as a function
of window for this run is shown in Figure 3B). At 300 K, the
structure samples multiple wells therefore a harmonic limit free
energy is not expected to perfectly reproduce the dynamics.
However, the harmonic limit ΔGCHARMMfAMBER was deter-
mined from normal mode analysis to be �5.44 kcal/mol for C7
equatorial conformation, �5.50 kcal/mol for the C7 axial con-
formation, and �5.10 kcal/mol for the C5 conformation. These
are consistent with the ΔG obtained from the PERT simulation.
To explore the effects of solvent, the vacuum minimized C7

equatorial conformation was placed in a pre-equilibrated water
sphere with a radius of 15 Å (periodic boundary conditions were
not used). LD was run at 300 K for 2.1 ns with a collision
frequency of 0.5 ps�1 using the same windowing scheme as in the
vacuum case but with each window containing only 100 ps of
dynamics, of which the last 75 ps are used for collecting statistics.
As in the case of the gas-phase systems, no cutoffs were applied.
SHAKe was applied to the TIP3P waters only. Under these
conditions, ΔGCHARMMfAMBER was calculated to be �6.48
kcal/mol.
The differences between current results and those reported by

Boresch and co-workers61 can be explained by the fact we used
CHARMM’s AMBER99SB implementation instead of PARM94.
Additionally, our solvated simulations were performed without

periodic boundary conditions and with no cutoffs; finally, our
results are computed with thermodynamic integration as op-
posed to the Bennett Acceptance Ratio.62 The total change of
free energy caused by solvation (ΔΔGCHARMMfAMBER

solvation ) under
these conditions is �1.09 kcal/mol at 300 K. Much of the
difference between this result and the previous one is likely
explained by changes between the AMBER94 and AMBER99SB
force fields and by the fact that the boundary conditions for the
solvated system were different, as the previous work notes that
they were able to obtain themodynamic integration results
consistent with those found with the Bennett acceptance ratio.
Finally, the previous work notes that the choice of cutoff radius
has a substantial effect on the calculated ΔG, and therefore
applying a cutoff to this system is likely to yield a somewhat
different ΔΔGCHARMMfAMBER

solvation .
3.3. Integration with AMBER and TINKER. Through the

MSCALE implementation in CHARMM, the SANDER module
in AMBER35 can be called to perform energy and analytic
gradient calculations. Such an implementation enables external
use of the AMBER energy function, AMBER force fields, and
implicit solvation models while the controlling dynamics and/or
analysis is carried out in CHARMM. Likewise, an interface was
developed to the TINKER suite of programs,63,64 allowing access
to the polarizable AMOEBA force field.33,34 Clearly the ability to
interface with already developed simulation codes will save
countless hours of reimplementation and valdiation of methods
that are being ported from package to package.
3.3.1. AMBER Implementation. In order to implement the

MSCALE communication paradigm in the SANDER module of
AMBER, a new command line option (-server) was added to tell
SANDER that instead of running an energy minimization or MD
simulation, it should call a special routine that handles MSCALE
communication. This routine waits for an MPI message from the
master processor (the client) containing the coordinates of the
subsystem it has been assigned to calculate. SANDER then
calculates the energy and forces as normal using these coordi-
nates and passes these back to the main processor (which is
assumed to be running CHARMM). Essentially, the server-side
routines (denoted by yellow boxes in Figure 1) were added to
SANDER, with necessary changes (e.g., calling SANDER’s
energy routine instead of CHARMM’s) being made. In addition
to these changes to SANDER, a few small modifications needed
to be made to CHARMM’s MSCAle implementation. A new
option (AMBEr) was added to the SUBSystem command
alerting CHARMM that the executable being called is AMBER’s
SANDER program and that the -server flag should be used as an
argument to the specified executable.
To test the implementation, alanine dipeptide simulations

were run in standard AMBER and the CHARMM�MSCALE
�AMBER combination. In both cases the AMBER99SB force
field52 and generalized Born (GBOBC) implicit solvent model65

were used. LD with a 1 fs step and collsion frequency of 1 ps�1

were used to include solvent friction and temperature control. All
bonds involving hydrogen atoms were constrained using the
SHAKE66,67 algorithm. Simulations were started from a linear
conformation and run for 500 ns.
Analysis was performed on snapshots taken at 1 ps intervals.

The first 10 ns (10 000 snapshots) were discarded during analysis
for equilibration. Two-dimensional histograms of the dihedral
angles were calculated with a bin size of 5�� 5�, and free energies
were plotted using the populations of each bin by setting the
most populated bin at 0 kcal/mol (Figure 4) using the matplotlib

Figure 3. ΔG as a function of window for: (A) the OH move of
methanol and (B) the alanine dipeptide moving from the CHARMM22
to AMBER99SB force fields. In both cases the free energy curve is
smooth, representing a gradual shift from one force field or structure to
another.
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module in Python version 2.6. As seen from Figure 4, almost
identical free energy profiles and barriers were obtained for all
relevant conformations (R, β, PII and RL). The minimum for the
RL region has the same free energy for both methods, but the
MSCALE plot seems to be slightly broader. This is most likely a
sampling issue since the RL region is visited less frequently than
the other dominant conformations.
3.3.2. TINKER Implementation. For the TINKER implementa-

tion of the MSCALE communication routines, a new program
called mslave was written and linked against the main TINKER
library. The only purpose of this program was to manage the
communication between the “client” program and TINKER

running as a “server”. The functionality is similar to that enabled
by the -server option to SANDER that is mentioned above, but
because TINKER is implemented as a collection of programs
rather than a monolithic binary, it is desirable to have a dedicated
program to handle communication. The mslave program uses
MPI to receive the coordinates from the client and calls the main
TINKER energy and gradient routines and, if desired by the user,
the appropriate routines to compute the Hessian. The energy,
forces, and (if specified) Hessian are then returned to the client.
As a test case, the alanine dipeptide was again used. Six local

minima, as defined by the AMOEBA force field, were located
using the SEARCH program in TINKER. These conformations

Figure 4. Ramachandran free energy landscapes of alanine dipeptide with standard AMBER and CHARMM�MSCALE�AMBER simulations. Both
free energy profiles are very similar. Slight differences are expected even though the same force field and solventmethod are used, since theMD runs were
performed with different packages with their own implementations of LD.
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included the C7 equatorial, C7 axial, and C5 conformations used
for the PERT test case above (although the AMOEBA minima
were at slightly different positions than those found for the
CHARMM22 force field). Additionally, three more local minima,
denotedB2, aP, and aL, were found. The energies of these structures
were evaluated using both TINKER directly and TINKER called
fromCHARMM through theMSCAle command to ensure equiva-
lent results. Using TINKER through MSCALE, the Hessians were
then calculated, andΔGwas determined in the harmonic limit. The
values of the φ andψ angles for the results are reported in Table 3.
The six TINKER local minima were also each minimized using the
CHARMM22 force field with default nonbonded cut-offs; energies
and free energies of the resulting CHARMM22 local minima are
also reported in Table 3.
The energies and free energies shown in Table 3 clearly

illustrate the difference between the CHARMM22 and AMOE-
BA force fields. Of particular interest was the fact that the B2, aP,
and aL minima from AMOEBA were not near any local minima
under the CHARMM22 force field. When minimized using
CHARMM22, these conformations fell back to the C7eq,
C7ax, and C5 conformations, respectively. It is not surprising
that the AMOEBA force field presents a rougher energy surface
with more local minima, since it is a polarizable force field that is
more complex than CHARMM22.
3.4. Multiscale Normal Mode Analysis. In addition to

supporting the multiscale evaluation of energies and forces, the
MSCALE facility also fully supports analytic and finite difference
Hessian calculations (i.e., normal mode analysis). In the same
way that energies and forces are returned from the server process to
the controlling client process, Hessian matrix elements are also
passed back and mapped to their full system counterparts. In this
way both fully atomistic and mixed model normal mode analyses
can be performed. Of particular interest is the ability to combine
coarse grained models with all-atom representations, such that the
most interesting part of a macromolecular system (e.g., a binding
domain) can be represented as all-atom, while the larger scaffolding
is modeled at a more tractable level. The resulting reduced
dimension Hessian matrix is advantageous as computer memory
is limited. However, such a multiscale model is only useful if it can
accurately describe both global (i.e., “low” frequency) and local (i.e.,
“high” frequency) motion at their respective resolutions.
3.4.1. Analyzing Normal Modes with SHAPEs. The elastic

networkmodel (ENM) has proven able to qualitatively capture low-
frequency, large-scale vibrationalmotion of protein systems.68,69 It is
therefore desirable to useMSCALE to describe the bulk of a system
using coarse grain methods (i.e., ENM), while important areas are
treated atomistically.23,48,70 However, direct comparison between

the normal modes of different representations of a structure are
problematic because the Hessians and normal mode vectors are
different dimensions. Thus, it is not particularly easy to validate this
method.
In order to overcome this difficulty, an analysis method was

developed that is independent of the length of the mode vectors.
This scheme makes use of the shape descriptor facility in
CHARMM. Shape descriptors provide a convenient way to calcu-
late the Cartesian moments of a given structure. For example, the
three first-ordermoments are themass-weighted averages of the x, y,
and z coordinates (the coordinates can be weighted in many ways,
but for this work, mass weighting was used exclusively). These
values provide the center of mass of the system. Likewise, the six
second-order moments are <x2>�<x>2, <y2>�<y>2, <z2>�<z>2,
<xy>�<x><y>, <xz>�<x><z>, and <yz>�<y><z>, which are the
moments of inertia of the system.
For this analysis, coarse grained centers were treated as homo-

geneous spheres of a given radius. Changing the radius of any atom
will only affect moments which contain solely even-order terms
because the spatial extent of the spheres will increase or decrease by
the same amount in the positive and negative directions. Therefore,
the changes in the odd order termswill cancel each other out. For this
work, a sphere radius of 4 Å was employed, as this value best repro-
duced the spatial extents of the all-atom systems. This is intuitive
because in the ENM, beads are centered atCRpositions, and adjacent
R carbons are generally slightly less than 4 Å away. It is therefore
reasonable that 4 Å spheres were found to most closely represent the
actual spatial extent of the all-atom system, including side chains.
For each of the modes being analyzed, the derivatives of the

shape moments were calculated via finite differences. Large deriva-
tives for low-order shape moments indicate large-scale global
deformation of the system. For example, bending a helical structure
aligned parallel to the z-axis in the x direction will result in a
significant <xz2> moment change. To make a finite difference
estimation, the starting structure was deformed by 0.01 Å along the
mode vector, and the shape moments were generated for both the
original and deformed structure up to the third order. The difference
between the original and deformedmoment provides an idea of how
much the shape moments change for a very small movement along
the normal mode. The first-order moments (and their differences)
will be 0 if there is no net translation in the modes being studied.
In order to determine ideal weighting of the third-order moments

relative to the second-order ones, the all-atomandENMmodeswere
generated for a test system, which consisted of a 31 residue R-helix
that is described in more detail below. For each of these two
representations, the dot products of the shape differences of the five
lowest nonrotational/translational modes were calculated. This

Table 3. Initial Conformations (Obtained Using TINKER’s SEARCHProgram) and Final (i.e., Minimized) EnergyDifferences of
the Alanine Dipeptidea

conformation φ ψ ΔE (AMOEBA) ΔG (AMOEBA) ΔE (C22) ΔG (C22)

C7eq �83.1 76.4 0.00 (�26.97) 0.00 (24.95) 0.00 (�14.10) 0.00 (37.92)

C7ax 72.1 �53.0 2.47 (�24.50) 2.40 (27.35) 2.08 (�12.02) 2.39 (40.31)

C5 �155.1 �162.6 1.20 (�25.77) 0.24 (25.19) 1.13 (�12.97) 0.35 (38.27)

B2 �116.8 10.8 2.78 (�24.19) 1.64 (26.59) 0.00 (�14.10) 0.00 (37.92)

aP 66.1 30.2 4.41 (�22.56) 4.27 (29.22) 2.08 (�12.02) 2.39 (40.31)

aL �168.2 �35.2 5.54 (�21.43) 5.55 (30.50) 1.13 (�12.97) 0.35 (38.27)
aRaw and free energies are listed in parentheses. The AMOEBA energies were calculated using the original starting conformations, whoseφ andψ angles
are given. Aminimization was performed with the CHARMM22 force field from each starting conformation. The resultingminimized structure was used
to calculate the CHARMM22 (C22) energy and the free energy. All energies and free energies are in kcal/mol.
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means that themoments of all-atommode 1were treated as a vector,
normalized, and dotted against the moments of modes 2�5. This
was done for each of the five “shape difference vectors” correspond-
ing to themotion of themodes, producing a symmetric 5� 5matrix.
Since the shape differences do not form a mutually orthogonal basis
set as the normal modes themselves do, the off-diagonal elements
will not all be 0 (all diagonal elements will be 1).
A scoring function can be developed by taking the sum of

squares of the off-diagonal upper triangle elements of the matrix. In
the ideal case this scoring function would yield 0, indicating that the
shape differences perfectly describe orthogonal motion of the
structure. The value of this scoring function was calculated for
various possible weightings of the third-order shape moments. The
plot for a portion of this parameter space showing theminima for the
all-atom and ENM cases is shown in Figure 5. The optimal
parameter for this test system is that the third-order moments
should be weighted by 0.135 relative to the second-order moments
(the scoring function was optimal in the all-atom case when the
weight was 0.12 and in the ENM case when it was 0.15, so the
average of these two values was chosen).
3.4.2. Results. Normal mode analysis was performed on a 31

residueR-helix taken from the leucine zipper (PDB code 1GCL).71

This structure was minimized, and all-atom and ENM normal
modes were generated. A force constant of 60 kcal/mol Å2 was used
for adjacent centers, and a force constant of 6 kcal/mol Å2 was used
for all other pairs of centers within a 10 Å cutoff. These values were
chosen so that the lowest modes yielded similar vibrational

frequencies to those of the all-atom structure. Next, three multiscale
models of the structure were generated with: one model having
residues 29�31 represented at the all-atom level (multiscale struc-
ture I), the next with residues 18�31 so treated (multiscale struc-
ture II), and the final one with residues 4�31 treated atomistically
(multiscale structure III). The force constants for the ENM parts of
these models were the same as those used to generate the pure
ENMmodes. The five lowest nonrotational/translational modes of
each of the five mode sets (the all-atom, ENM, and three multiscale
mode sets) were then generated and evaluated using the method
described above. Shape derivatives for each of the 25 modes being
studiedwere estimated via finite differences. The dot products of the
shape derivatives for each of the lowest five modes of the three
multiscalemode setswere then taken against the shape derivatives of
the five lowest modes of both the all-atom and ENM mode sets.
These are given in Table 4.

Figure 5. The sum of squares of the off-diagonal upper triangular
elements of the 5 � 5 matrix obtained by dotting the normalized shape
difference vectors against one another for the ENM and all-atom cases (see
Section 3.4.1 for details) as a function of the weighting between the third-
and second-order moments. Since off-diagonal elements are expected to be
minimal, the optimal weighting was determined to be approximately 0.12 in
each case but slightly higher for the ENM than the all-atom model.

Table 4. Dot Products of the Normalized Vectors Built from
the Shape Moments of the Five Lowest Nonrotational/
Translational Modes of the Given Representations of a 31
Residue r-Helix

1 2 3 4 5

All-Atom vs ENM
1 �0.797 0.583 �0.739 �0.217 �0.538
2 �0.689 �0.642 0.179 0.045 �0.232
3 0.027 0.720 �0.464 0.649 0.491
4 �0.417 �0.379 0.012 �0.747 �0.731
5 �0.300 �0.209 0.290 0.876 0.230

All-Atom vs All-Atom 4�31
1 0.217 �0.970 0.230 �0.375 �0.156
2 �0.900 �0.112 �0.774 �0.709 0.022
3 0.208 �0.402 0.725 0.725 0.515
4 �0.058 �0.106 �0.506 �0.890 �0.573
5 �0.590 �0.098 �0.242 �0.069 0.918

All-Atom vs All-Atom 18�31
1 �0.235 �0.937 0.849 0.216 �0.211
2 0.851 �0.394 �0.035 �0.556 �0.131
3 �0.614 �0.066 0.352 0.799 0.629
4 0.458 �0.402 0.124 �0.651 �0.714
5 0.454 �0.199 �0.323 0.438 0.844

All-Atom vs All-Atom 29�31
1 �0.730 0.667 �0.715 �0.301 �0.731
2 �0.765 �0.567 0.318 0.046 �0.222
3 0.118 0.701 �0.614 0.619 �0.052
4 �0.470 �0.319 0.178 �0.763 �0.297
5 �0.299 �0.167 0.212 0.857 �0.060

ENMvs All-Atom 4�31
1 0.407 0.784 0.295 0.675 �0.009
2 0.731 �0.651 0.878 0.500 0.004
3 �0.424 0.769 �0.657 �0.121 0.285
4 �0.375 0.009 0.089 0.411 0.938
5 �0.110 0.420 0.296 0.692 0.468

ENMvs All-Atom 18�31
1 �0.351 0.928 �0.557 0.096 0.125
2 �0.900 �0.320 0.706 0.695 0.115
3 0.589 0.529 �0.958 �0.283 0.230
4 0.088 0.088 �0.314 0.643 0.962
5 �0.180 0.603 �0.295 0.259 0.526

ENMvs All-Atom 29�31
1 0.993 �0.156 0.314 0.089 0.679
2 0.070 0.993 �0.875 �0.023 �0.296
3 0.323 �0.785 0.973 0.274 0.443
4 0.052 0.033 0.074 0.996 0.110
5 0.509 �0.045 0.073 0.568 0.820
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The results indicate that multiscale modes qualitatively repro-
duce the same types of deformations as the all-atom and ENM
modes. When visualizing the motion of the structure as it is
deformed along each mode, the five low-frequency modes
represent either a bending or twisting movement of the helix.
The modes which yield bending and twisting movements are not
the same for each mode set, however, and this can be observed
from the results. For example, looking at the comparison
between the shape derivatives of the ENM structure and the
multiscale structure II, the highest overlaps are reversed between
modes one and two. Taking such reordering of modes into
account, the shape derivatives for the multiscale structure where
more residues are simulated at the all-atom level appear to
overlap better with the shape derivatives for the all-atom
structure; likewise, the shape derivatives for the structure where
the fewest residues are simulated atomistically seem to overlap
better with the ENM shape derivatives. The shape derivatives for
multiscale structure II, which is split roughly half and half
between all-atom and coarse grained representation, represent
a middle ground.
In order to characterize these overlaps in a quantitative

manner, a new scoring method was developed. For each row of
the matrices given in Table 4, a score was generated by summing
the squares of all of the elements except for the highest element in
each row. This implicitly assumes that this element should be on
the diagonal if there was no mode reordering. This method
therefore yields the sum of squares of what would be the off-
diagonal elements in this case. The results of the scoring function
are given in Table 5. As expected, the shape derivatives of
multiscale structure I have the best score function when com-
pared to the ENM shape derivatives. Likewise, the shape
derivatives of multiscale structure III score best against the all-
atom shape derivatives. Interestingly, multiscale structure II is the
worst scorer against the all-atom structure but scores in the
middle against the ENM structure, as expected. This indicates
that the low-frequency modes of this structure are much closer to
those of the ENM structure than they are to the all-atom
motions. As is to be expected, the scoring function is the worst
when the ENM shape derivatives are compared to the all-atom
ones. Furthermore, this method will not take into account
motion that does not change the spatial extents of the molecule
(e.g., a pure twisting motion of the helix that does not incorpo-
rate any bending).

4. CONCLUSIONS

This work introduces a general concurrent multiscale model-
ing framework and describes its implementation into CHARMM
and several other classical and quantum mechanical packages.
This approach, dubbed MSCALE, generalizes the ideas under-
lying both additive and subtractive multiscale schemes. Using a
completely generalized implementation, this functionality allows

coupling of multiple, independent but connected calculations
with each being a separate single or group of processes. This
allows for arbitrary combinations of additive and subtractive
schemes of any level of complexity. General symmetry and
triclinicity is supported allowing periodic systems with contant
pressure and temperature; an example will be given in future
work. One of the most attractive features of the MSCALE
framework is the relative ease of implementation, sinceMSCALE
is based on the standard MPI communication protocol. This
allows easy external access to the MSCALE framework, making
themethod widely available to the computational community. As
multiscale modeling has increasingly become integral to biophy-
sical simulations, the need for generalized and open software has
likewise gained importance;MSCALEwas created to fill this void
and bring together functionality previously isolated in separate
programs.

We report four examples that demonstrate the efficacy of the
MSCALE approach and implementation. Perhaps the most
straightforward use of such a tool is to perform subtractive
QM/MM and QM/QM calculations (i.e., ONIOM-type).
Although this is an easy way to apply multiscale modeling
techniques, it is clear the limit of accuracy is at the low level of
theory, and thus care must be taken to choose computational
methods appropriately. Second, we detail the implementation of
MSCAle with CHARMM’s free energy perturbation module
(PERT) and showcase the application of this with multiple force
fields (CHARMM and AMBER99SB). Using this feature, va-
cuum and solvation free energies of the alanine dipeptide were
computed. These were previously calculated for an earlier
version of the AMBER force field in a previous study,61 however,
MSCALE’s functionality allowed the calculation to be performed
in a more straightforward manner, using existing CHARMM
functionality. Third, porting of the MSCALE communication
paradigm was demonstrated by connecting AMBER’s SANDER
module to CHARMMand by using the implicit GBOBC solvation
model (only implemented in SANDER) with the CHARMM
potential. Furthermore, an implementation of MSCALE for the
TINKER program was developed, allowing CHARMM access to
the AMOEBA force field through this interface. Finally, multi-
scale normal mode analysis (NMA) was carried out combining
ENM and classical all-atommethodologies. This is interesting, as
the algorithms needed to perform atomistic NMA have not kept
pace with computational hardware. Although various techniques
have been developed for simplifying the Hessian calculation of
large systems, they generally require either numerical estimation
or fixing or integrating out part of the system’s motion. There-
fore, combining unrestrained coarse grain and all-atom methods
and achieving near atomistic quality results are highly desirable;
this has been accomplished and demonstrated within the current
framework.

Although this work significantly improves the tools available
to the computational community, there is still a wide variety of
possibilities for future work. Ongoing is an effort to integrate
MSCALE with CHARMM’s distributed replica methods
(REPD), which will allow this facility to be used with chain-of-
states or string methods within CHARMM72�74 or to facilitate
the use of the MSCAle command with replica exchange. To give
another example, there is much work that needs to be done to
characterize the relationships between normal mode vectors
produced by different multiscale models. As mentioned above,
many analysis techniques do not deal with differently sized mode
vectors, making these difficult to compare directly. Similar issues

Table 5. Score Function of Off-Diagonal Elements for Each
of the Three Multiscale Models Compared to the All-Atom
and ENM Shapesa

all-atom ENM

all-atom 29�31 3.440 3.053

all-atom 18�31 3.602 3.305

all-atom 4�31 3.394 3.436
aThe score of the all-atom versus ENM shape derivatives is 3.722.
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arise for different types of calculations. Further consideration of
the inherent trade-offs involved in multiscale modeling is there-
fore an important area of future study.

’ASSOCIATED CONTENT

bS Supporting Information. Example CHARMM input
scripts showing how to set up calculations with the MSCAle
command are provided. Additionally, a more technically oriented
description of how the MSCALE implementation in CHARMM
works is given, along with brief notes about making other codes
MSCALE compatible. This material is available free of charge via
the Internet at http://pubs.acs.org.
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ABSTRACT:Whilemost force field efforts in biomolecular simulation have focused on the parametrization of the protein, relatively
little attention has been paid to the quality of the accompanying solvent model. These considerations are especially relevant for
simulations of intrinsically disordered peptides and proteins, for which energy differences between conformations are small and
interactions with water are enhanced. In this work, we investigate the accuracy of the AMBER ff99SB force field when combined with
the standard TIP3P model or the more recent TIP4P-Ew water model, to generate conformational ensembles for disordered
trialanine (Ala3), triglycine (Gly3), and trivaline (Val3) peptides. We find that the TIP4P-Ew water model yields significantly better
agreement with experimentally measured scalar couplings—and therefore more accurate conformational ensembles—for both Ala3
and Gly3. For Val3, however, we find that the TIP3P and TIP4P-Ew ensembles are equivalent in their performance. To further
improve the protein-water force field combination and obtain more accurate intrinsic conformational preferences, we derive a
straightforward perturbation to the φ0 backbone dihedral potential that shifts the β-PPII equilibrium. We find that the revised φ0
backbone dihedral potential yields improved conformational ensembles for a variety of small peptides and maintains the stability of
the globular ubiquitin protein in TIP4P-Ew water.

’ INTRODUCTION

Over the past three decades, classical molecular dynamics
(MD) and Monte Carlo (MC) simulations have emerged as an
important complement to experimental methods for investigat-
ing many aspects of biomolecular structure, dynamics, and
function.1 The predictive quality of biomolecular simulation
depends on the accuracy of the potential energy function (or
force field), comprised of bonded interactions, van der Waals
interactions, and (typically) fixed-charge electrostatics, many of
which were parameterized approximately 15 years ago.2-4

Bonded parameters describing bond stretching, bending, and
torsions and partial atomic charges were generally derived using
quantum chemical methods, and the van der Waals parameters
were empirically derived to match experimental densities and
enthalpies of vaporization of neat organic liquids (e.g., liquid
hydrocarbons) in an effort to model the intramolecular interac-
tions typical of folded globular proteins.2-4 Since that time, force
field development efforts have utilized more advanced ab initio
methods and focused on improving the backbone and side chain
dihedral angle potentials5-10 and the fixed charges11,12 by
minimizing the differences between gas phase ab initio and
molecular mechanics energies, charge distributions, etc., for
specified molecular structures. The ongoing refinement of em-
pirical biomolecular force fields has resulted in a corresponding
increase in the predictive power of MD simulations13 in model-
ing the structures, dynamics, and folding of globular proteins.14-16

In the past 10 years, however, there has been a growing
recognition that much of the human proteome (∼30%) consists
of proteins that are intrinsically disordered.17-19 Intrinsically
disordered proteins (IDPs) are thought to be vital for carrying
out a variety of signaling and regulatory functions in the cell, but

they have also been implicated in several common diseases,
including various cancers, Alzheimer’s disease, Parkinson’s dis-
ease, type II diabetes, and cardiovascular disease.17,18,20 As it is
known that IDPs rapidly sample multiple conformations (i.e.,
faster than the millisecond time scale of NMR experiments), the
free energy landscapes of these proteins must be relatively flat,
with small energetic barriers between conformations and energy
differences that are on the order of kBT.

21 This differs markedly
from the single, deep free energy minimum (folding funnel) that
is characteristic of folded proteins22,23 and presents a potentially
serious challenge to the predictive power ofMD force fields when
applied to such systems. In addition, by virtue of having greater
net charge per residue and proportionally fewer hydrophobic
residues, IDPs are generally more unfolded and solvent-exposed
than their globular counterparts.19,24 Because of their increased
solvent exposure, the conformational ensembles of IDPs likely
depend more strongly on sensitive protein-water interactions,
and therefore deficiencies of the standard TIP3P or SPC solvent
models may become more obvious in simulations of these
systems.25

Recent studies enabled by improvements in both simulation
methodologies and computer hardware and the development of
experimental methods that yield high quality quantitative data
(e.g., NMR scalar couplings) have enabled direct comparisons
between simulation results and experimental results. These
comparisons have revealed discrepancies in the backbone and
side chain conformational preferences of short peptides8,26,27 and
solvation free energies of small molecules,12,28,29 lending credence
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to the notion that current force fields may not be optimal for
simulations of more solvent-exposed peptides and IDPs. Related
to the work presented here, Best and Hummer analyzed a
number of different protein force fields and concluded that most
are too helical when comparing calculated J-coupling observables
to experiment, although the AMBER ff99SB7 force field proved
to be more reliable than most.26 In subsequent work, they
developed a correction to the ψ backbone dihedral angle
potential for AMBER ff99SB, deemed ff99SB*, which improved
the helix-to-coil transition for longer R-helix-forming peptides.5

However, the only water model considered in that study was the
TIP3P model,30 which continues to dominate the biomolecular
simulation literature in spite of demonstrable improvements in
condensed phase water descriptions by other (potentially)
compatible fixed charge water models.31-34

Evidence that improved water models can yield more accurate
conformational ensembles—particularly of disordered peptides
—has been mounting in the past few years. A study of the Aβ21-
30 peptide by Fawzi et al. found that the combination of AMBER
ff99SB and the recently developed TIP4P-Ew model33 yielded
better predictions of NMR ROESY crosspeaks than ff99SB and
TIP3P.35 Using the same force field, Wickstrom et al. demon-
strated that ensembles generated with TIP4P-Ew predicted
NMR scalar couplings for Ala3 and Ala5 more accurately than
ensembles generated with TIP3P.27 More recently, Best and
Mittal used a methodology similar to the ff99SB* study to
develop a correction to the ψ backbone dihedral angle potential
for AMBER ff0311 with the TIP4P/2005 water model.31 They
found that the optimized force field and solvent model combina-
tion (ff03w) yielded a more cooperative helix-to-coil transition
and a more realistic collapse of unfoldeded conformers with
increasing temperature than an optimized combination of ff03
and TIP3P water (ff03*).6

Therefore, we set out to understand how well a modern force
field, AMBER ff99SB, and two water models, the default TIP3P
model and the newer TIP4P-Ew model, could quantify the
conformational ensembles of three disordered tripeptides (Ala3,
Gly3, and Val3) for which there are a large number of experimen-
tally measured NMR scalar couplings at 300 K.36 Additionally,
we simulate the Ala3 system at 275, 325, and 350 K—tempera-
tures for which the same coupling data are available36—to
evaluate how the temperature-dependent characteristics of the
water model (and protein force field) impact the simulated
conformational ensembles.

Our results suggest that the use of the TIP4P-Ew water model,
which is known to reproduce several characteristics of water
better than TIP3P,33 produces superior conformational ensem-
bles for both the Ala3 and Gly3 peptides; for the Val3 peptide, the
difference in accuracy between the TIP3P and TIP4P-Ew
ensembles is less significant. Because there are few cooperative
interactions, e.g., hydrogen bonds and dipole alignments to
stabilize secondary structure in these short peptides, we hypothe-
size that the backbone dihedral potentials likely play the primary
role in determining the conformational ensembles. We therefore
explore whether optimizing the backbone dihedral potentials to
reproduce intrinsic conformational preferences of single amino
acids—again in TIP4P-Ew water—can improve the conforma-
tional ensembles. By optimizing a single term of the φ0 potential
of the ff99SB force field with respect to NMR scalar couplings
measured on a series of GXG peptides,37 we find that we can
broadly improve intrinsic conformational preferences in disor-
dered peptides (GLG, Ala5, and Val3) without disrupting the

excellent native state stability of the globular protein ubiquitin.
Moreover, these studies suggest several avenues for future
improvements to the AMBER ff99SB force field, or fixed-charge
force fields in general, when combined with more current water
models such as TIP4P-Ew.

’METHODS

Charges for Protonated C-Terminal Residues. All of the
NMR scalar couplings referenced in this work were obtained at
pH 2,36,37 which necessitates the use of protonated C-terminal
residues (-COOH) in theMD simulations. Charges for C-term-
inal Ala and Val residues were derived by generating three
conformations (corresponding to R, β, and PPII), optimizing
these conformations at the HF/6-31G* level of theory, and then
calculating the electrostatic potentials of these structures at the
same level of ab initio theory.2 All ab initio calculations were
performed using GAMESS-US.38 Charges were fit to these pot-
entials using the RESPmethod,39 as implemented in RED Server,
version 1.0.40 The charge derivation for the C-terminal Gly
residue followed the same procedure except that five conforma-
tions were used instead of three. Charges for all three C-terminal
residues are listed in the Supporting Information.
Simulation Protocol. Ala3, Gly3, Val3, and GXG peptides

were built in an extended conformation using the tleap program
included with AmberTools 1.4.41 Each peptide was solvated in a
truncated octahedron of 665-667 TIP3P30 or TIP4P-Ew33

water molecules, and the solvated system was neutralized by
the addition of a single Cl- ion.42 All simulations were performed
using AMBER 11 with either the ff99SB7 or ff99SB*5 force fields.
Periodic boundary conditions were employed with a 9 Å cutoff
for direct-space nonbonded interactions. Long-range electro-
statics were calculated using particle mesh Ewald (PME)43,44

with default parameters for grid spacing and spline interpolation,
and an analytic correction was employed for the van der Waals
interactions beyond the cutoff. Dynamics were conducted with a
2 fs time step, and all bonds involving hydrogen atoms were
constrained with SHAKE.45 First, each system was minimized
with 500 steps of steepest descent minimization, followed by
1000 steps of conjugate gradient minimization. The system was
then equilibrated at 300 K for 50 ps using a Langevin thermostat
with a coupling constant of 0.5 ps-1. During both minimization
and heating, peptide atoms were restrained with a force constant
of 10.0 kcal mol-1 Å-2. The system was then brought to
appropriate density by equilibrating at a constant temperature
and pressure of 300 K and 1.0 bar, respectively, for 250 ps. This
NPT equilibration was performed using a Langevin thermostat
coupling constant of 1.0 ps-1 and a Berendsen barostat coupling
constant of 5.0 ps-1.46 Four independent starting configurations
were generated by simulating the equilibrated system in the NVT
ensemble at 400 K for 10 ns and drawing four conformations
evenly from the last 8 ns. Each of these configurations was then
equilibrated for 250 ps at 300 K (or 275, 325, or 350 K for Ala3)
and 1.0 bar. Four production simulations were then performed in
the NPT ensemble for 100-400 ns, depending on the conver-
gence properties of the simulation (discussed in greater detail in
the Results section). Structures were saved every 1 ps. Defini-
tions in terms of φ/ψ regions for the R, β, and PPII conforma-
tions are taken from Best et al.26

Replica Exchange MD Simulations. To improve conver-
gence of the simulation data for the low temperature (275 K)
Ala3 and Val3 systems, two independent reservoir replica



1222 dx.doi.org/10.1021/ct2000183 |J. Chem. Theory Comput. 2011, 7, 1220–1230

Journal of Chemical Theory and Computation ARTICLE

exchange MD (RREMD) simulations47,48 were performed. For
Ala3, starting configurations were generated by first equilibrating
the system at 275 K and then performing a 400 K NVT sim-
ulation, as described above. For both Ala3 and Val3, starting
configurations were drawn from the first and fourth structures
obtained by the 400 K simulations. Structure reservoirs of 50 000
structures were generated by simulating the system at 380 K
(Ala3) or 400 K (Val3) for 50 ns and saving conformations every
1 ps. For Ala3, 16 replicas of the system were equilibrated at
exponentially spaced temperatures ranging from 275.00 to
372.40 K for 250 ps. For Val3, 14 replicas of the system were
equilibrated at exponentially spaced temperatures ranging from
300.0 to 391.9 K for 250 ps. RREMD simulations were then
performed with the 380 K (Ala3) or 400 K (Val3) reservoirs for
50 ns, with swaps attempted between neighboring replicas every
1 ps. This temperature spacing yielded acceptance ratios of
approximately 30-45%. An identical simulation protocol was
used to simulate the Val3 peptides with two different sets of
modified van der Waals parameters, as well as with the modified
backbone potential described in the Results section.
For GXG peptides, 20 replicas of the system were equilibrated

in the NVT ensemble at exponentially spaced temperatures
ranging from 298 to 450 K for 250 ps. REMD simulations48

were then performed for 50 ns, with swaps attempted between
neighboring replicas every 1 ps. The temperature spacing yielded
exchange probabilities of approximately 28-40%. When opti-
mizing the backbone parameters, this simulation protocol was
carried out for four equally spaced values of the n = 2 φ0 backbone
dihedral angle potential ranging from a barrier height of 2.00
(ff99SB value) down to 1.55 kcal/mol. Piecewise cubic Hermite
polynomials were used to interpolate the resulting data from 0.15
to 0.05 kcal/mol intervals.
To validate the optimized n = 2 φ0 (i.e., C-N-CR-Cβ)

backbone dihedral angle potential, we performed REMD simula-
tions of the GLG and Ala5 peptides with both the unmodified
and modified ff99SB force fields. The GLG simulations were
carried out as described above, but using two different starting
conformations: a fully extended conformation (φ = 180�, ψ =
180�) and an R-helical conformation (φ = -60�, ψ = -45�).
The Ala5 peptides were simulated with the same basic protocol
but were instead solvated with 902 TIP4P-Ew water molecules
and used 24 exponentially spaced replicas instead of 20 to
account for the larger number of degrees of freedom. Exchange
probabilities for the Ala5 system ranged from 31 to 43%.
MD Simulations of Ubiquitin. A native state structure for

ubiquitin was obtained from the PDB crystal structure 1UBQ.49

Hydrogen atoms were added by tleap, and the sole histidine
residue was protonated to be consistent with the NMR relaxation
data, which were obtained at pH 4.7.50 The system was solvated
in a truncated octahedron of 3602 TIP4P-Ew water molecules
and neutralized with 1 Naþ and 2 Cl- ions, consistent with the
experimental salt concentration of 10 mM NaCl.50 Simulations
were performed with both the unmodified and modified ff99SB
force fields. The solvated system was first minimized with 500
steps of steepest descent minimization, followed by 1500 steps of
conjugate gradient minimization, using Cartesian restraints on
the protein atoms with a force constant of 10.0 kcal mol-1 Å-2.
The entire system was then minimized again with the same
number of steps, except without any restraints on the protein
atoms. Next, the systemwas equilibrated in the NVT ensemble at
298 K for 50 ps using a Langevin thermostat with a coupling
constant of 0.5 ps-1. The systemwas then brought to appropriate

density by equilibrating at a constant temperature and pressure of
298 K and 1.0 bar, respectively, for 250 ps. During both NVT and
NPT equilibration, the protein atoms were restrained with a
force constant of 10.0 and 2.0 kcal mol-1 Å-2, respectively. The
system was then equilibrated in the NPT ensemble for an
additional 5 ns without any restraints. Production simulations
were run for 60 ns, with structures saved every 1 ps.
Generalized Order Parameters. Assuming that the slower

overall motion of ubiquitin is isotropic and independent of faster
internal motions,51 we eliminated rigid body rotations from the
ubiquitin trajectories by performing a mass-weighted all-atom
RMS fit using the first frames of the trajectories as reference
structures. Next, we calculated the time autocorrelation function
for the NH bond vectors:

CIðtÞ ¼ ÆP2ðμ̂ð0Þ 3 μ̂ðtÞæ ð1Þ
where P2(x) is the second Legendre polynomial and μ̂(t) is the
unit vector of the NH bond. We then fit these correlation
functions with the simplest approximation for internal motion:51

CIðtÞ ¼ S2 þ ð1- S2Þ e-t=τef f ð2Þ
to determine the S2 value for each bond vector.

’RESULTS

A variety of NMR scalar couplings were calculated for Ala3
using the φ/ψ backbone dihedral angles measured from the
structures generated by the MD and RREMD simulations, and
compared to the experimental coupling measurements of Graf
et al.36 that probe the ψ1, φ2, ψ2, and φ3 dihedral angles. In
particular, we calculated 3J(HN,HR),

3J(HN,C),
3J(HR,C0), 3J-

(HN,Cβ),
3J(HN,CR),

1J(N,CR), and
2J(N0,CR) couplings, using

three different sets of Karplus equation parameters (“orig.”,
“DFT1,” and “DFT2”).26 For Gly3 and Val3, we also calculated
the 3J(C,C0) coupling, again using the same Karplus equation
parameters as Best et al.26

Similarly, we calculated the overall error between the calcu-
lated and experimental couplings as

χ2 ¼ 1
N
∑
N

i¼ 1

ðÆJiæcalc - Ji, exptÞ
σ2
i

ð3Þ
As with previous studies, we assumed that errors in the

calculated couplings due to sampling and errors in the experi-
mentally measured couplings were negligible and therefore that
the primary source of error (σi) for each coupling was the
Karplus equation parameters themselves.5,26,27 The exact values
of the coupling errors are given in the Supporting Information.
We conservatively increased the error estimates in the Karplus
equation parameters for the 3J(HN,HR),

3J(HN,C),
3J(HR,C0),

3J(HN,Cβ), and
3J(C,C0) couplings by 10% to account for the fact

that the values given in the literature are mean absolute devia-
tions, as opposed to root-mean-square deviations.26 For compar-
ison, previous studies increased these error estimates by 30% for
the same reason.5,26,27 Thus, we expect our χ2 values to be
generally larger than those found in previous studies due to the
use of generally smaller error estimates.
Simulations of Ala3 at Multiple Temperatures. We carried

out four independent MD simulations at 275, 300, 325, and
350 K and compared the results obtained with ff99SB and either
the TIP3P or the TIP4P-Ew water model. In addition, for select
temperatures, we also used the newly developed ff99SB* force
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field of Best and Hummer,5 together with the TIP4P-Ew
water model.
At 350 K, our data demonstrate that both ff99SB and ff99SB*,

together with the TIP4P-Ew water model, yield conformational
ensembles more consistent with experimental data than ff99SB
with the TIP3P water model (Table 1a). Moreover, this result is
independent of the Karplus equation parameters used. A com-
parison between the ff99SB and ff99SB* results reveals that the
use of a different water model brings about a larger change in the
ensemble than the use of amodestly different force field (Table 1a).
The primary difference between the TIP3P and TIP4P-Ew
ensembles is an increase in the extended (β and PPII) conforma-
tions of the central Ala residue relative tomore compactR-helical
conformations (Table 2a). The ff99SB* force field is somewhat
more helical than ff99SB, but the change in water model again
imparts a larger difference than the change in force field (Table 2a).
It is important to note, however, that the central residue’s con-
formation does not account for couplings that measure theψ1 or φ3
dihedral angles, which we examine separately below.
The TIP4P-Ew water model also generates more accurate ensem-

bles at both 300 and 325 K (Table 1b and c), again showing a higher

propensity to sample β and PPII conformations than TIP3P. Inter-
estingly, the β propensity remains relatively constant with decreasing
temperature,while theRpropensity decreases and thePPII propensity
increases—regardless of the solvent model used (Table 2b and c).
The results at 275 K provide themost sensitive test of the force

field-water model combinations, as relative differences in ener-
gies more strongly contribute to differences in ensembles (via
their Boltzmann weights) at this low temperature. We again
found that TIP4P-Ew yielded demonstrably better conforma-
tional ensembles at this temperature than TIP3P, with the
difference being even more pronounced than at higher tempera-
tures (Table 1d). As before, the primary difference between the
TIP3P and TIP4P-Ew ensembles is an increase in the extended
(primarily PPII) conformations of the central Ala residue relative
to more compact R-helical conformations (Table 2d).
Because convergence at low temperatures is difficult, we also

conducted two independent RREMDsimulations to corroborate the
results of the “conventional”MDsimulations. Although theRREMD
simulations are performed in the NVT ensemble, as opposed to the
NPT ensemble employed in the conventional MD simulations,
differences between the two are likely minimal at the target
temperature (275 K). The results of the RREMD simulations again
confirm that TIP4P-Ew yields better ensembles for Ala3 than TIP3P
(Table 1d). In addition, we note that the ff99SB/TIP4P-Ew
combination is significantly more accurate than the ff99SB*/
TIP4P-Ew combination at this low temperature (Table 1d). While
there is little difference between these combinations in the con-
formational preferences of the central residue (Table 1d), the
behavior of the N- and C-terminal residues differs significantly, with
ff99SB* stabilizingR-helical conformations of theN-terminal residue
(Supporting Information Figure 1a) and turn/RL conformations of
the C-terminal residue (Supporting Information Figure 1b).
An examination of individual scalar couplings from the 275 K

TIP3P and TIP4P-Ew data suggests that much of the observed
improvement is due to a decrease in the sampling of the β con-
formation by theφ angle of the third residue and to a lesser extent the
second residue, indicated by a decrease in magnitudes of the 3J(HN,
HR),

3J(HN,C), and
3J(HR,C0) couplings and an increase in the

magnitude of the 3J(HN,Cβ) coupling (Supporting Information
Tables 1-3). There is also a decrease in sampling of the R
conformation by theψ angles of the first and second residue, which
is indicated by an increase inmagnitude of the 3J(HN,CR) and

2J(N0,
CR) couplings (Supporting Information Tables 1-3). These ob-
servations are consistent with the central residue data that suggest an
increase in the sampling of the PPII conformation in TIP4P-Ew
water relative to TIP3P (Table 2d) and that the relative stabilization
of the PPII conformation inTIP4P-Ew is primarily responsible for its
improved performance relative to TIP3P.
Simulations of Gly3 at 300 K. We performed four indepen-

dent simulations of Gly3 at 300K, using both TIP3P and TIP4P-
Ew water, as well as the modified ff99SB* force field with TIP4P-
Ew water. For all three force field and solvent model combina-
tions, we observed large discrepancies between the observed and
calculated scalar couplings, leading to χ2 values of 2.93-3.45
(Table 3). Nonetheless, both of the TIP4P-Ew simulations had
consistently lower χ2 values than the TIP3P simulation, corre-
lated with slightly greater sampling of the PPII conformation
(Supporting Information Table 4), while there was little differ-
ence between ff99SB and ff99SB* (Table 3). These data suggest
that the TIP4P-Ew water model again results in a more accurate
conformational ensemble than TIP3P due to enhanced sampling
of the PPII conformation.

Table 1. χ2 Values for Calculated Scalar Couplings of Ala3 at
(a) 350 K, (b) 325 K, (c) 300 K, and (d) 275 K for Various
Force Field and Water Model Combinationsa

(a) 350 K
orig. DFT1 DFT2

ff99SB (TIP3P) 1.82 (0.09) 1.30 (0.03) 1.40 (0.09)

ff99SB (TIP4P-Ew) 1.60 (0.06) 1.18 (0.01) 1.16 (0.06)

ff99SB* (TIP4P-Ew) 1.54 (0.05) 1.20 (0.02) 1.11 (0.05)

(b) 325 K
orig. DFT1 DFT2

ff99SB (TIP3P) 1.63 (0.07) 0.97 (0.05) 1.21 (0.07)

ff99SB (TIP4P-Ew) 1.39 (0.04) 0.87 (0.04) 0.96 (0.04)

(c) 300 K
orig. DFT1 DFT2

ff99SB (TIP3P) 2.38 (0.21) 1.21 (0.13) 1.80 (0.21)

ff99SB (TIP4P-Ew) 1.90 (0.20) 0.99 (0.09) 1.31 (0.19)

(d) 275 K
orig. DFT1 DFT2

ff99SB (TIP3P) 2.92 (0.16) 1.97 (0.10) 2.51 (0.15)

ff99SB

(TIP3P, RREMD)

2.76 (0.54) 1.91 (0.35) 2.36 (0.54)

ff99SB

(TIP4P-Ew)

1.95 (0.33) 1.53 (0.13) 1.59 (0.29)

ff99SB

(TIP4P-Ew, RREMD)

2.14 (0.07) 1.49 (0.06) 1.72 (0.08)

ff99SB*

(TIP4P-Ew, RREMD)

2.71 (0.13) 1.90 (0.06) 2.30 (0.11)

aValues are given as the means over four independent simulations, with
the standard errors of the means given in parentheses. For RREMD
simulations, probabilities are given as means over two independent
simulations, with the differences between the two simulations given in
parentheses.
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Graf et al. have suggested that there may be errors in the
Karplus equation parameters due to the limited number of
measurements on glycine residues.36 To better understand the
cause of the large discrepancies in the scalar couplings, we first
examined which of the calculated couplings were making the
largest contribution to the χ2 values. We found that two
couplings (out of a total of 12)—the 2J(N0,CR) and 3J(C,C0)
couplings of the central residue—approximately equally con-
tributed 60-80% of the total χ2 value, with the variation due to
the different sets of Karplus equation parameters used. In
addition, the 2J(N0,CR) coupling of the third residue and the
3J(HR,C0) coupling of the central residue made lesser contribu-
tions to the overall error.
The underlying cause of the discrepancies in the 2J(N0,CR)

couplings appears to be due to a residue-specific effect that
renders the Karplus equation parameters for this coupling
inaccurate. More precisely, the maximum possible value of the
coupling using these parameters is 8.71 Hz (with an uncertainty
of (0.5 Hz), while the experimental values are 10.45 and 9.05

Hz, respectively, for second and third residues of Gly3. Thus,
even if the simulation-generated ensembles were completely
identical to the experimental ensemble, the Karplus equation
parameters would result in a discrepancy between the calculated
and experimentally measured scalar couplings. Because the CR
spin system in glycine differs profoundly from those of the other
amino acids in having no attached Cβ atom, it is plausible that
coupling parameters involving the CR atom that were developed
for all residues would be the least applicable to glycine.
The difference between calculation and experiment for the

3J(C,C0) coupling appears to be slightly more complicated, in
that it is somewhat dependent on which parametrization is used.
The experimentally measured value for the 3J(C,C0) coupling is
0.26 Hz. For the orig. parametrization, the lowest possible value
of the coupling is 0.44 Hz, while for the DFT1 and DFT2
parametrizations, the lowest possible values are 0.10 and 0.13 Hz,
respectively. (For comparison, the maximum possible values
range from 2.89 to 3.90 Hz.) Thus, matching the experimentally
measured value would require the simulated ensemble to almost

Table 2. Conformational Preferences of the Central Residue of Ala3 at (a) 350 K, (b) 325 K, (c) 300 K, and (d) 275 K for Various
Force Field and Water Model Combinationsa

(a) 350 K
R β PPII other

ff99SB (TIP3P) 0.169 (0.008) 0.390 (0.002) 0.392 (0.002) 0.048 (0.006)

ff99SB (TIP4P-Ew) 0.118 (0.006) 0.420 (0.005) 0.426 (0.006) 0.036 (0.012)

ff99SB* (TIP4P-Ew) 0.139 (0.007) 0.412 (0.006) 0.413 (0.004) 0.036 (0.012)

(b) 325 K
R β PPII other

ff99SB (TIP3P) 0.142 (0.004) 0.391 (0.006) 0.422 (0.002) 0.044 (0.014)

ff99SB (TIP4P-Ew) 0.100 (0.006) 0.416 (0.004) 0.456 (0.006) 0.028 (0.008)

(c) 300 K
R β PPII other

ff99SB (TIP3P) 0.121 (0.004) 0.396 (0.004) 0.450 (0.002) 0.032 (0.005)

ff99SB (TIP4P-Ew) 0.081 (0.002) 0.411 (0.004) 0.488 (0.005) 0.021 (0.006)

(d) 275 K
R β PPII other

ff99SB (TIP3P) 0.102 (0.009) 0.390 (0.004) 0.476 (0.006) 0.032 (0.012)

ff99SB (TIP3P, RREMD) 0.106 (0.004) 0.388 (0.017) 0.479 (0.007) 0.027 (0.020)

ff99SB (TIP4P-Ew) 0.068 (0.005) 0.402 (0.002) 0.519 (0.005) 0.011 (0.007)

ff99SB (TIP4P-Ew, RREMD) 0.069 (0.015) 0.399 (0.007) 0.511 (0.004) 0.021 (0.003)

ff99SB* (TIP4P-Ew, RREMD) 0.063 (0.011) 0.402 (0.008) 0.526 (0.003) 0.009 (0.005)
aValues are given as the means over four independent simulations, with the standard errors of the means given in parentheses. For RREMD simulations,
probabilities are given as means over two independent simulations, with the differences between the two simulations given in parentheses.

Table 3. χ2 Values for Calculated Scalar Couplings of Gly3 at 300 K for Various Force Field and Water Model Combinationsa

all couplings no 2J(N0 ,CR) or
3J(C,C0) coupling

orig. DFT1 DFT2 orig. DFT1 DFT2

ff99SB (TIP3P) 3.21 (0.03) 3.45 (0.05) 3.26 (0.04) 0.57 (0.02) 1.14 (0.04) 0.73 (0.03)

ff99SB (TIP4P-Ew) 2.93 (0.04) 3.11 (0.08) 2.96 (0.05) 0.47 (0.05) 0.98 (0.11) 0.62 (0.06)

ff99SB* (TIP4P-Ew) 2.92 (0.02) 3.08 (0.06) 2.93 (0.03) 0.46 (0.02) 0.96 (0.06) 0.60 (0.03)
aValues are given as the means over four independent simulations, with the standard errors of the means given in parentheses.
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exclusively sample φ angles of(60-90�, which is not commen-
surate with glycine’s conformational flexibility. In addition, Graf
et al. remark that there is often severe overlap in the spectra used
to measure this coupling,36 so it is possible that there is non-
negligible error in the experimentally measured values themselves.
Given the above considerations, we recomputed the χ2 values,

this time excluding the 2J(N0,CR) and
3J(C,C0) couplings. We

found that if these couplings were excluded, the χ2 values
dropped below 1.0 for the orig. and DFT2 calculated couplings
and only slightly above 1.0 for the DFT1 calculated couplings
(Table 3). Moreover, the differences between the various force
field and solvent model combinations became relatively insignif-
icant, although the TIP4P-Ew simulations still yielded better
agreement with experimental results (Table 3). These data
suggest that the φ and ψ dihedral angle potentials of the ff99SB
force field are likely adequate for condensed phase simulation in
TIP4P-Ew water.
Simulations of Val3 at 300 K. Simulations of the hydrophobic

Val3 peptide probe a force field’s ability to reproduce the con-
formational preferences of residues with side chains more com-
plicated than the simple methyl group of alanine. This is not a
trivial point, as backbone dihedral angle parameters are often
developed using alanine di- or tetrapeptides,2,7,9,11,52 with the
implicit assumption being that all residues with Cβ atoms (with
the exception of proline) will behave in essentially the same way
and that any differences in the backbone preferences will be
accounted for by additional interactions with the side chains.
As with Ala3 and Gly3, we performed four independent

simulations of the Val3 peptide using ff99SB and both water
models. We found, however, that it was not possible to converge
the simulations to our standard of less than 5% standard devi-
ation in the mean interproton distances and the χ2 values, even
after 400 ns of simulation. Thus, we also performed RREMD
simulations with these force field and solvent model combina-
tions, as well as ff99SB* with TIP4P-Ew.
The results of these simulations suggest that the various force

field and solvent model combinations produce conformational
ensembles that are equivalently accurate within the statistical
uncertainty, with no significant advantage for the TIP4P-Ew
water model (Table 4). We do, however, find that the Karplus
equation parameters developed using alanine peptides—parti-
cularly the DFT1 parameters—yield significantly larger χ2 values
(Table 4). These data suggest that backbone scalar coupling
parameters derived from studies of only a single residue type may
be inaccurate when applied to residues with different Cβ con-
figurations and that it may be preferable to use parameters that
are “averaged” over all residue types (e.g., the orig. parameters)
for assessing the accuracy of the conformational ensembles.

Because we encountered discrepancies with the 3J(C,C0)
coupling in our studies of Gly3 (see above), we examined the
behavior of this coupling in our studies of Val3. As can be seen in
Table 4, it is clear that this coupling contributes a significant
amount of error (reflected in the total χ2 value), particularly for
the orig. and DFT2 parameters. Moreover, if this coupling is
excluded from the χ2 calculation, then the simulated Val3 ensem-
bles generate χ2 values approximately equal to 1.0 (within the
uncertainty bounds), which suggests that the simulated ensem-
bles are equivalent to the experimental ensemble within the error
of the Karplus equation parameters (Table 4). Nonetheless, the
considerable variances in the χ2 values, both with and without the
3J(C,C0) coupling, make it difficult to conclude which force field
and water model combination yields more accurate conforma-
tional ensembles for Val3, despite significant differences in the
conformational preferences of the central residue (Supporting
Information Table 5).
Development of an Optimized O0 Backbone Dihedral

Angle Potential. While the χ2 values for Gly3 indicate that the
combination of the ff99SB force field and the TIP4P-Ew water
model accurately simulates glycine residues (after excluding the
problematic couplings from the calculation), the data we ob-
tained for Ala3 and, to a lesser extent, Val3 clearly suggest that
there is room for improving the intrinsic conformational pre-
ferences of nonglycine residues. More specifically, our Ala3 data
imply that an increase in sampling of the PPII conformation
could yield better agreement with the experimental data. Similar
observations were made previously by Wickstrom et al., who
found that increased sampling of the PPII conformation in Ala3
and Ala5 in TIP4P-Ew water yielded improved agreement with
the scalar coupling measurements and suggested that further
increases in sampling the PPII conformation would be desirable.27

There are several potential avenues for improving the intrinsic
conformational preferences of amino acids given a specific force
field and water model combination, including modifying partial
atomic charges, van der Waals parameters, dihedral angle poten-
tials, and other bonded interaction parameters. Of these, the two
choices that would likely involve the least perturbation of the
ff99SB force field’s already excellent description of native state
thermodynamics and dynamics (for folded proteins) would be
the van derWaals parameters—as they apply to interactions with
water molecules—and the backbone dihedral angle parameters.
In the course of our work, we derived optimized van der Waals

(vdW) parameters for the interactions between TIP4P-Ew water
molecules and alkane hydrogen and carbon atoms by fitting the
vdW radii (Ri) and well depths (εi) of these atoms to bring the
calculated solvation free energies of methane and n-butane into
satisfactory agreement with experimentally determined values.

Table 4. χ2 Values for Calculated Scalar Couplings of Val3 at 300 K for Various Force Field and Water Model Combinationsa

all couplings No 3J(C,C0) coupling

orig. DFT1 DFT2 orig. DFT1 DFT2

ff99SB (TIP3P) 2.00 (0.17) 2.99 (0.06) 2.31 (0.18) 1.22 (0.16) 2.50 (0.03) 1.64 (0.16)

ff99SB (TIP3P, RREMD) 1.88 (0.29) 3.13 (0.06) 2.18 (0.30) 1.11 (0.29) 2.67 (0.03) 1.54 (0.30)

ff99SB (TIP4P-Ew) 1.91 (0.25) 3.33 (0.17) 2.24 (0.29) 1.21 (0.29) 2.97 (0.20) 1.68 (0.33)

ff99SB (TIP4P-Ew, RREMD) 1.73 (0.15) 3.24 (0.09) 2.05 (0.16) 0.97 (0.18) 2.81 (0.08) 1.42 (0.18)

ff99SB* (TIP4P-Ew, RREMD) 1.69 (0.14) 3.09 (0.12) 1.98 (0.15) 0.92 (0.13) 2.64 (0.10) 1.33 (0.14)
aValues are given as the means over four independent simulations, with the standard errors of the means given in parentheses. For RREMD simulations,
probabilities are given as means over two independent simulations, with the differences between the two simulations given in parentheses.
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Ultimately, we found that while these parameters yielded sig-
nificantly more accurate solvation free energies for other alkane
amino acid side chain analogues (e.g., propane and isobutane),
they did not significantly improve the accuracy of the conforma-
tional ensemble for Val3, the peptide that should benefit the most
from such modifications due to its large alkane side chains (data
not shown). We will further describe our methodology for
developing optimized vdW parameters and present these data
in future work.
The remaining possibility for improving intrinsic conforma-

tional preferences lies in the backbone dihedral angle potentials
—the subject of numerous previous studies and force field
development efforts.5-7,9,10 In the AMBER force fields, there
are two sets of backbone dihedral angle potentials.7 One set of
these potentials is based on the φ and ψ angles, defined as the
torsions about the C-N-CR-C and N-CR-C-N atoms,
respectively. These potentials apply to all residues in AMBER.
The second set is based on the φ0 and ψ0 angles, defined as the
torsions about the C-N-CR-Cβ and Cβ-CR-C-N atoms,
respectively. These potentials apply to all nonglycine residues in
AMBER. Given that we obtained χ2 values less than 1 for Gly3
(after excluding the problematic 2J(N0,CR) and 3J(C,C0)
couplings), we elected to focus on improving the φ0 and ψ0
potentials rather than perturb the φ and ψ potentials.
There are two ways to modify these potentials that would

increase sampling of the PPII conformation. First, one could shift
the ψ0 potential to increase sampling of both the β and PPII
conformations, thereby decreasing the sampling of the R con-
formation. Recent studies, however, have suggested that the
ff99SB force field may actually benefit from increased rather than
decreased sampling of the R conformation.5 The second possi-
bility is to shift the φ0 potential to less frequently sample the
β conformation and more frequently sample the PPII conforma-
tion. In principle, even large changes to the φ0 potential would
not greatly impact the overall sampling of the R conformation,
although it would bias residues away from sampling conforma-
tions in the R basin with large negative φ values toward sampling
those with φ angles near -60�. We therefore focused on
optimizing the φ0 potential to increase sampling of the PPII
conformation.

Rather than introduce a new term to the φ0 potential which
would require determining an optimal energy magnitude and
angular offset, we examined the existing φ0 potential, which
contains three terms, each with a different periodicity. The n =
2 term (i.e., the term with two maxima/minima over the range of
φ0) affects the height of the two potential energymaxima atφ=-
60� and 120�, assuming a geometric relationship of φ = φ0 þ
120�. Bymodestly decreasing themagnitude of the n= 2 term, we
could lower these barriers and increase the sampling of con-
formations near φ =-60�, thereby increasing the sampling of the
PPII conformation. (Conformations at φ = 120� are sufficiently
high in energy due to both steric clash and the n = 1 term of the
potential to preclude significant sampling.)
We performed REMD simulations of a number of different GXG

peptides (where X =A, E, F, S, or V) in TIP4P-Ewwater, varying the
n = 2 potential energy term from 2.00 kcal/mol (the ff99SB value)
down to 1.55 kcal/mol and calculating χ2 values for predicted
couplings. We used GXG peptides for the parametrization process
because there are high quality coupling data available for them37 and
they provide aminimally perturbing context in which to examine the
intrinsic conformational preferences of the central amino acids. In
calculating the χ2 values, we exclusively used the orig. Karplus
equation parameters because they effectively average over all residue
types, unlike the DFT1 and DFT2 parameters, which are optimized
for alanine.We found that therewas an improvement in theχ2 values
for all five peptides as the term was decreased to 1.85 kcal/mol and
continued improvement for three of the five peptides (GAG, GEG,
andGFG) to 1.80 kcal/mol (Figure 1a).Moreover, at 1.80 kcal/mol,
the simulations of all five peptides yielded χ2 values less than 1.0,
indicating that the conformational preferences were accurate to
within the limits of theKarplus equation parametrization (Figure 1a).
To validate this change to the n = 2 term of the φ0 potential

(Figure 1b), we performed REMD simulations using the afore-
mentioned Val3 peptide, as well as GLG and Ala5 peptides, in
TIP4P-Ew water. The Val3 simulations indicate an overall
improvement in the χ2 value—larger than that observed for
the optimized vdW parameters—but much of this improvement
is in the predicted 3J(C,C0) coupling (Table 5). This result is
somewhat unexpected in that the parametrization of the poten-
tial did not involve evaluation against any 3J(C,C0) couplings, as
these couplings were not measured for the GXG peptides.37

Figure 1. (a) Scalar coupling error (χ2 value) as a function of the n = 2 term of the φ0 backbone dihedral angle potential energy for GAG (dark blue),
GEG (green), GFG (red), GSG (cyan), and GVG (magenta) peptides. (b) Potential energy as a function of φ for the φ0 backbone potential, assuming a
geometric relationship of φ = φ0 þ 120�, for ff99SB (dark blue) and the optimized potential presented in this work (green).
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TheGLG simulations display amodest improvement, with the
χ2 value (using only the orig. Karplus equation parameters)
decreasing from 0.513 ( 0.004 to 0.483 ( 0.011. This is
concomitant with an increase in the probability of sampling the
PPII conformation from 0.376 to 0.441, as well as a slight
increase in sampling of R conformations (Supporting Informa-
tion Table 6). The modified potential substantially improves the
conformational ensembles for Ala5, resulting in a 40-50%
decrease in the χ2 values computed with the orig. and DFT2
parameters (Table 6). This improvement is accompanied by
the probability of sampling PPII conformation increase from
0.443 to 0.542, with no observed increase in the fraction of R
conformations (Figure 2, Supporting Information Table 7).
Last, while this new parametrization is intended to improve

intrinsic conformational preferences, it is important to know that
it does not adversely affect native protein stability or dynamics.
To verify this, we performed 60 ns simulations of ubiquitin, a
well-characterized protein used in previous force field validation
efforts. We observed no significant difference between our
modified force field and ff99SB in examining either RMSDs
from the crystal structure (Figure 3a) or the computed NMR S2

order parameters (Figure 3b).

’DISCUSSION

The majority of previous MD force field development and
optimization efforts have focused on improving the agreement
between gas phase ab initio and molecular mechanics calcula-
tions as the primary means of improving MD simulation
accuracy.2,4,7-9,11,52 As simulations of proteins, nucleic acids,
and other biomolecules are generally carried out in the con-
densed phase, however, one of the most pressing questions in the
field is how accurately such parameters describe these molecules
in the condensed phase—particularly in aqueous solution—and
to what extent different solvent models may influence their
structural ensembles.25 Moreover, the accuracy of force fields
and solvent models is paramount for simulations of intrinsically
disordered proteins, as their manifold conformational states are
similar in free energy21 and interactions with solvent are en-
hanced relative to folded proteins.25

We therefore set out to assess the intrinsic conformational
preferences of alanine, glycine, and valine in the AMBER ff99SB
force field in combination with the TIP3P and TIP4P-Ew water
models by simulating the Ala3, Gly3, and Val3 peptides, respec-
tively. In the cases of Ala3 and Gly3, the ff99SB/TIP4P-Ew
combination yielded significantly more accurate conformational
preferences than the ff99SB/TIP3P combination. For Val3, the
TIP4P-Ew simulations were systematically in better agreement
with the experimental measurements, but the differences from

TIP3P were not statistically significant. Simulations of all three
peptides demonstrated that the primary difference between the
TIP3P and TIP4P-Ew ensembles is an increase in the extended
(primarily PPII) conformations relative to more compact R-
helical conformations.

In the case of Ala3, the increase in sampling of the PPII
conformation across the temperature range 275-350 K is
unambiguously correlated with an improvement in agreement
with NMR scalar coupling data. A similar correlation was noted
in a previous study comparing the ensembles of Ala3 and Ala5 in
TIP3P and TIP4P-Ew water at 300 K.27 These observations are
reinforced by data from another recent force field study, which
demonstrated that the AMBER ff03/ff03* force fields yielded
better agreement with scalar coupling data for the Ala5 peptide
than ff99SB/ff99SB* (in TIP3P water).5 One of the primary
differences between the two force field families is the greater
sampling of the PPII conformation by ff03/ff03* relative to
ff99SB/ff99SB*.5 Moreover, these data are consistent with a
multitude of experimental data regarding alanine in short pep-
tides, which suggest that it primarily samples the PPII
conformation.36,37,53-55

While the Gly3 results suggested that the intrinsic conforma-
tional preferences of glycine were already adequate using the
ff99SB/TIP4P-Ew combination, the Ala3 and Val3 simulation
suggested that further improvements were possible. We first
explored the creation of van der Waals parameters optimized for
simulation in TIP4P-Ew water but found that while they yielded
significantly more accurate calculations of solvation free energy,
they were unable to significantly improve the conformational
ensemble of Val3. We then considered a second approach—
modifying the backbone dihedral angle potentials, specifically
focusing on the φ0 potential governing the balance between the β
and PPII conformations. By lowering the energy scale of one
term of this potential by 0.20 kcal/mol to increase sampling of
the PPII conformation and performing REMD simulations of a
variety of GXG peptides to assess the effects of our changes, we
revised the φ0 potential to yield more accurate intrinsic con-
formational preferences for a wide range of amino acids in
TIP4P-Ew water while also maintaining the excellent native state
stability of the ff99SB force field.

It is important to note that this revised potential is designed to
increase the accuracy of the intrinsic conformational preferences
of single amino acids, and there is no a priori reason that it should
improve other types of conformational preferences, such as R-
helix or β-sheet formation propensities, which are a combination
of intrinsic conformational preferences and cooperative interac-
tions between residues (e.g., hydrogen bonds). This makes our
optimization strategy distinct from the ff99SB* modification of
Best and Hummer, for example, which aims to improve the
description of the helix-to-coil transition and uses fractional
helicities of a longer R-helix-forming peptide in the parametriza-
tion process.5 As Best and Hummer have suggested, it is likely
that additional physics and/or potentials must be introduced into
current force fields to accurately capture such cooperative
interactions.5

Another related issue that is often overlooked in the biomo-
lecular simulation community is the use of solvent models with
nonbonded interaction schemes that are different from those
used in the parametrization of those solventmodels. In particular,
the TIP3P model was parametrized using simple truncation
(cutoffs) for both electrostatic and van der Waals interactions,30

whereas many current studies—including this work, as well as

Table 5. χ2 Values for Calculated Scalar Couplings of Val3 at
300 K for Unmodified ff99SB and ff99SB with the Optimized
O0 Backbone Dihedral Angle Potential, Both with TIP4P-Ew
Watera

all couplings no 3J(C,C0) coupling

ff99SB (unmodified) 1.73 (0.15) 0.97 (0.18)

opt. φ0 dihedral potential 1.53 (0.02) 1.10 (0.00)
aValues are given as the means over two independent RREMD
simulations, with the differences between the two simulations given in
parentheses. Only the orig. Karplus equation parameters are used for
these calculations.
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other force field development and assessment studies5,7,27—utilize
TIP3P along with particle mesh Ewald (PME) for long-range
electrostatics and corrections for van der Waals interactions
beyond the direct-space cutoff. By contrast, TIP4P-Ew was
derived specifically for use with modern simulation techniques,
including PME and long-range van der Waals corrections.33 It
has been shown that the accuracy of the TIP3P model is

degraded under these simulation conditions,56 and therefore it
may be possible that the accuracy of the conformational ensembles
generated with TIP3P could be improved if we were to revert to a
simple truncated scheme for nonbonded interactions. None-
theless, even under ideal simulation conditions, TIP3P does not
reproduce experimentally measured characteristics of liquid
water as accurately as TIP4P-Ew.33,56 Given the central role of

Table 6. χ2 Values for Calculated Scalar Couplings of Ala5 at 300 K for Unmodified ff99SB and ff99SB with the Optimized O0
Backbone Dihedral Angle Potential, Both with TIP4P-Ew Watera

all couplings no 3J(C,C0) coupling

orig. DFT1 DFT2 orig. DFT1 DFT2

ff99SB (unmodified) 2.44 (0.10) 1.87 (0.06) 2.14 (0.11) 1.73 (0.09) 1.20 (0.03) 1.37 (0.08)

opt. φ0 dihedral potential 1.33 (0.04) 2.13 (0.05) 1.26 (0.02) 0.86 (0.05) 1.85 (0.05) 0.86 (0.02)
aValues are given as the means over two independent RREMD simulations, with the differences between the two simulations given in parentheses.

Figure 2. Average conformational preferences of residues 2-4 in the Ala5 peptide using (a) the unmodified ff99SB force field or (b) the ff99SB force
field with optimized φ0 potential. Conformational preferences are represented as a potential of mean force (pmf), W(φ,ψ) = -RT log p(φ,ψ), with
relative free energies given in kcal/mol.

Figure 3. Native state stability and dynamics of unmodified ff99SB (black) and ff99SB with optimized φ0 potential (red) for ubiquitin. (a) Root mean
square distance (RMSD) to crystal structure 1UBQ49 over 60 ns of simulation. Themean RMSDs are 0.88 Å for unmodified ff99SB and 0.94 Å for ff99SB
with the optimized potential. (b) Lipari-Szabo order parameters (S2) for ubiquitin at 300 K and pH 4.7, with experimentally derived isotropic values
shown in blue dots.50 The root-mean-square errors relative to the experimental S2 values are 0.044 for both unmodified ff99SB and ff99SB with the
optimized φ0 potential.
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the solvent model in representing peptide-solvent interactions,25

the optimization of current force fields for use with solvent
models more advanced than TIP3P is logically sound and has
already been suggested to be a promising avenue for force field
development.6 More critically, while abandoning the use of PME
would yield increased accuracy of the TIP3P model, it is known
that disregarding long-range electrostatic interactions in MD
simulations can lead to unphysical behavior of biomol-
ecules.57-59 We therefore believe it both appropriate and sen-
sible to have performed our assessments of TIP3P (and TIP4P-
Ew) using PME and to have carried out our optimization efforts
using TIP4P-Ew.

In addition to assessing the impact of solvent models on
intrinsic conformational preferences, our simulations of Ala3,
Gly3, and Val3 revealed a number of insights into the calculation
of experimental observables (scalar couplings) from structural
ensembles. For Ala3 (and to a lesser extent, Gly3), we observed
that the ff99SB/TIP4P-Ew combination yielded lower χ2 values
than the ff99SB/TIP3P regardless of the Karplus equation para-
meters used. For Val3, however, decreases in the χ2 values
obtained with the orig. and DFT2 parameters were correlated
with increases in χ2 values obtained with the DFT1 parameters.
While the orig. parameters were obtained by fitting measured
NMR couplings to φ/ψ angles measured from high-resolution
X-ray or NMR structures,60-63 the DFT1 and DFT2 parameters
were derived from DFT calculations of the scalar couplings for
the Ac-Ala-Nme dipeptide and NH2-Ala-Ala-NH2 pep-
tide, respectively.64 Thus, the orig. parameters implicitly average
over all residue types, while the DFT1 and DFT2 parameters
were derived explicitly using alanine residues. This in turn
suggests that the orig. parameters may be applied with more or
less equivalent accuracy to all amino acids, whereas the DFT1
and DFT2 parameters may be accurate for alanine residues, but
their applicability to other residue types is in question. Moreover,
the length of the peptide used for the Karplus equation para-
metrization may also matter. The modified φ0 potential yielded
improved χ2 values for the Ala5 peptide when computed using
the orig. or DFT2 parameters, but higher χ2 values when using
the DFT1 parameters.

The need for residue-specific Karplus equation parameters is
further exemplified by the case of Gly3, in which the parameters
for the 2J(N0,CR) coupling—obtained by fitting the Karplus
equation with φ/ψ angles of a refinedNMR structure60—are not
able to generate predicted couplings large enough to match the
experimentally measured couplings. An examination of the
original data for this set of Karplus equation parameters reveals
that while there is some correlation between predicted and
measured couplings, there is also a considerable spread between
the results, especially for the residues in extended conforma-
tions.60 We observed similar shortcomings using other residue-
averaged parametrizations63 for this coupling (data not shown).

Together, these data suggest that deriving residue-specific
Karplus equation parameters would significantly improve the
calculation of backbone couplings, particularly those involving
CR and/or Cβ atoms, which have very different chemistries
across the range of amino acids. It may be sufficient to derive a
few sets of parameters (e.g., one set for the aromatic side chain
residues, one set for the branched Cβ side chain residues, etc.)
rather than a unique set for each amino acid, but further study is
needed to investigate the accuracy of such approaches. In
addition, it is clear that the length of peptide used in the
parametrization process affects the results and that dipeptides

may be of insufficient length to yield accurate parameters even for
fairly short peptides (e.g., Ala5). Calculating couplings with
modestly larger peptides (e.g., GXG) may be sufficient to
minimize the parametrization errors due to finite length. We
intend to investigate both residue-specific and length effects in
deriving Karplus equation parameters in future work.

’CONCLUSIONS

Exciting new frontiers in biology, such as intrinsically dis-
ordered proteins, require an unprecedented interplay between
simulation and experiment to fully understand the behavior of
these biomolecules.35,65 This work and others demonstrate that
current force field and water model combinations still require
improvement to accurately describe disordered states26,27 and
that such improvements may be realized by utilizing condensed
phase simulations and experimental data to fine-tune param-
eters5,6 rather than relying solely on matching gas phase ab initio
data, as has often been done in the past. A “hybrid” strategy of
using gas phase ab initio data for initial parametrization and
quantitative experimental data for fine-tuning those parameters
may be valuable not only in the optimization of existing force
fields but also in the development of next-generation fixed-charge
and polarizable force fields. This force field development strat-
egy, however, hinges upon a simultaneous development of more
accurate methods for calculating experimental observables from
simulated ensembles. Improvements in both of these areas will be
critical for the interplay between simulation and experiment
necessary for characterizing IDPs, as well as the overall advance
of MD simulations as applied to biomolecules in general.
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ERRATUM

pubs.acs.org/JCTC

Electron Localization Function at the Correlated Level: A
Natural Orbital Formulation [Journal of Chemical Theory and
Computation 2010, 6, 2736–2742 DOI: 10.1021/ct1003548].
Ferran Feixas, Eduard Matito,* Miquel Duran, Miquel Sol�a, and
Bernard Silvi*

In a paper recently published,1 we stated that Piris had
developed a functional which did not fulfill either the sum rules
or the antisymmetry requirements. The formula we gave was
wrong. The actual formula we should have written is

πðr1, r2Þ ¼ ∑
i
∑
j, i
ninj j

�
i ðrÞ j

�
j ðr2Þ jiðr1Þ jjðr2Þ
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j 6¼i

ffiffiffiffiffiffiffi
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p
j
�
i ðr1Þ j

�
j ðr2Þ jjðr1Þ jiðr2Þ

- ∑
nco
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j 6¼i

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð1- niÞð1- njÞ

q
j
�
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�
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þ 2 ∑
i, j > nco

∑
j 6¼i

ffiffiffiffiffiffiffi
ninj

p
j
�
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�
j ðr2Þ jjðr1Þ jiðr2Þ

-
1
2
∑
i
n2i j

�
i ðr1Þ j

�
i ðr2Þ jiðr1Þ jiðr2Þ

where nco is the number of occupiedHF orbitals, and which does
not fulfill the sum rule. Notice this is not the expression of
PNOF1,2 which attains both the sum rule and the antisymmetry
prescriptions, but a particular application of PNOF1 that one can
deduce from eqs 61, 62, and 40 in ref 2. PNOF1 depends upon a
matrix (Δ) which is not specified and thus cannot be used, except
for the particular application we just mentioned. However, this
one is not convenient for the calculation of the electron localiza-
tion function (ELF) because it fulfills neither the sum rule nor
provides a correct description of the Fermi hole. The recently
developed PNOF2,3 PNOF3,4 and PNOF45 functionals also
fulfill the aforementioned requirements, and in principle, they
could be used for the computation of the pair density needed in
the calculation of the ELF.
This functional was not used for the calculations presented in

the paper, and thus the conclusions drawn in the paper hold. We
apologize for this mistake and thank Prof. Mario Piris for noticing
this error.

’REFERENCES

(1) Feixas, F.; Matito, E.; Duran, M.; Sol�a, M.; Silvi, B. J. Chem.
Theory Comput 2010, 6, 2736–2742.
(2) Piris, M. Int. J. Quantum Chem. 2006, 106, 1093–1104.
(3) Piris, M.; Lopez, X.; Ugalde, J. J. Chem. Phys. 2007, 126, 214103.
(4) Piris, M.; Matxain, J.; Lopez, X.; Ugalde, J. J. Chem. Phys. 2010,

132, 031103.
(5) Piris, M.; Matxain, J.; Lopez, X.; Ugalde, J. J. Chem. Phys. 2010,

133, 111101.

DOI: 10.1021/ct2001123
Published on Web 03/04/2011


	809–817.pdf
	818–824.pdf
	825–829.pdf
	830–833.pdf
	834–842.pdf
	843–851.pdf
	852–856.pdf
	857–867.pdf
	868–875.pdf
	876–883.pdf
	884–889.pdf
	890–897.pdf
	898–908.pdf
	909–914.pdf
	915–920.pdf
	921–930.pdf
	931–948.pdf
	949–954.pdf
	955–968.pdf
	969–978.pdf
	979–987.pdf
	988–997.pdf
	998–1005.pdf
	1006–1015.pdf
	1016–1031.pdf
	1032–1044.pdf
	1045–1061.pdf
	1062–1072.pdf
	1073–1081.pdf
	1082–1089.pdf
	1090–1101.pdf
	1102–1108.pdf
	1109–1118.pdf
	1119–1130.pdf
	1131–1140.pdf
	1141–1156.pdf
	1157–1166.pdf
	1167–1176.pdf
	1177–1188.pdf
	1189–1197.pdf
	1198–1207.pdf
	1208–1219.pdf
	1220–1230.pdf
	1231–1231.pdf

